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Incentivizing unobservable effort in risky environments, such as in insurance, credit, and labor 

markets, is vital as moral hazard may otherwise cause significant welfare losses including the outright 

failure of markets. Ensuring incentive-compatibility through state-contingent contracts between prin-

cipal and agent, however, is undesirable for risk-averse agents. We provide theoretical intuition on 

how pro-social preferences between agents in a joint liability group contract can ensure incentive-

compatibility. Two independent large-scale behavioral experiments framed in an insurance context 

support the hypotheses derived from our theory. In particular, effort decreases when making agents’ 

payoff less state-dependent, but this effect is mitigated with joint liability in a group scheme where 

agents are additionally motivated by pro-social concerns. Activating strategic motives slightly in-

creases effort further; particularly in non-anonymous groups with high network strength. The results 

suggest that joint liability within groups of pro-social agents is a promising policy to improve effi-

ciency under risk and asymmetric information. JEL Codes: D03, D81, D82, G22. 
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I. Introduction 

Real world contracts are often simple and incomplete, falling short of specifying enforceable be-

havior (Kessler and Leider 2010). One important reason is the presence of information asymmetries 

that induce significant welfare losses, for example, if principals cannot incentivize agents’ unobserva-

ble effort. This problem of moral hazard has received wide attention in the economics literature and 

beyond and is particularly relevant for contracts in insurance, credit, and labor markets.1 The impossi-

bility to contract on agents’ behavior implies that contracts need to condition on observable out-

comes—i.e., the occurrence of specific events. The agent’s payoff, thus, has to depend on the princi-

pal’s state-contingent profit.2 Ensuring incentive-compatibility through such partial risk-sharing be-

tween principal and agent, however, is undesirable for risk-averse agents (Barseghyan et al. 2013; 

Englmaier and Leider 2012). Pro-social preferences towards a principal can align incentives by giving 

the agent an intrinsic motive to exert effort (Kőszegi 2014). In many—often anonymous—contractual 

relations, however, the principal cannot rely on such pro-social behavior. For example, few people 

care for the effect of their behavior on profits of large corporations. Pro-sociality is rather likely to 

exist between groups of agents such as colleagues and clients. 

In this paper, we provide theoretical intuition and empirical evidence on how contracts can ex-

ploit pro-social preferences when those exist exclusively between agents. We investigate a group 

scheme, where individual agents face limited risk as they are jointly liable for the contractual out-

come, and analyze efficiency as well as effectiveness of the scheme for mitigating moral hazard. The 

basic logic is that under joint liability, effort provision is a public good—though in a risky environ-

ment—to which pro-social individuals contribute more than their private benefit would suggest. As a 

consequence, the payoff of agents in groups needs to depend less on individual performance to induce 

effort than under idiosyncratic contracts. This logic is consistent with a relatively new stream of theo-

retical research which explains flat wage structures within firms with pro-social concerns of agents 

(Itoh 2004; Bartling and Siemens 2010; Englmaier and Wambach 2010; Nielson and Stowe 2010; 

Bartling 2011, 2012). We analyze moral hazard based on an insurance model (adapted from Ehrlich 

and Becker 1972) to which we add a joint liability group scheme in addition to pro-social preferences. 

This theoretical part hence provides an intuition tailored to our empirical setup, but the framing can be 

easily adapted to other settings such as employment contracts. 

Our theoretical contribution is mainly complementary to the existing literature. However, to the 

best of our knowledge we are the first to show empirically that pro-social preferences between agents 

can be exploited to increase efficiency in risky environments which are prone to moral hazard. This is 

                                                        
1 See for instance Arrow (1963), Pauly (1968), Zeckhauser (1970), Spence and Zeckhauser (1971), Pauly (1974), and Holmström 

(1979). See Rowell and Connelly (2012) for a recent review of the history of the term “moral hazard.” 
2 Complete observation of actions and, thus, conditioning contracts on monitored actions is either impossible or prohibitively expen-

sive (Holmström 1979; Shavell 1979; Arnott and Stiglitz 1991). A stream of experimental research has investigated how punishment in 
repeated interactions can mitigate moral hazard when behavior of the agent can be inferred by the principal after each period (see, e.g., 
Brown, Falk, and Fehr 2004; Brown and Zehnder 2007; Fehr, Brown, and Zehnder 2009; Babcock et al. 2015). 
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by no means a trivial finding. Whereas there is some evidence suggesting that pro-social contributions 

are lower in risky settings as opposed to deterministic settings (Berger and Hershey 1994; Gong, Bar-

on, and Kunreuther 2009), the group setting might induce a common identity, which has been shown 

to increase public good contributions (Eckel and Grossmann 2005; Kramer and Brewer 1986). So it is 

hitherto unclear whether joint liability groups can stimulate significant cooperation under risk and if 

so, whether this translates into higher efficiency of such schemes. 

Our results are based on two distinct large-scale behavioral experiments conducted in the field 

with rural villagers from the Philippines and in the computer laboratory with university students from 

Germany. The experiments are framed in an insurance setting and participants can decide whether or 

not to provide self-protection (i.e., effort to decrease the likelihood of a loss) under different insurance 

contracts. In line with moral hazard, we find that effort decreases when making payoffs of agents less 

state-dependent (i.e., increasing insurance coverage). A group scheme with joint liability, however, 

performs significantly better in terms of incentivizing effort given similar levels of risk-exposure. 

This is consistent with our theoretical results and implies potential efficiency gains from group 

schemes in the presence of pro-social preferences. We further find that pro-sociality might be driven 

by reciprocal concerns. In particular, for those with positive beliefs about their group peer’s effort we 

find a higher likelihood to provide effort. Activating strategic motives through revealing effort choic-

es of agents increases efficiency of the group scheme further, in particular when strategic motives are 

salient through non-anonymity of agents. The main results hold separately in both the German and the 

Philippine samples, suggesting that the effect is to some extent robust across cultures and different 

levels of experience with financial services. 

Group incentives as a remedy for moral hazard have received broader attention in the recent lit-

erature. The discussion of team incentives in employment contracts is probably closest to our paper. 

Classic fixed-wage employment contracts often accompany reduced effort provision and, thus, moral 

hazard (Shearer 2004), whereas explicit incentives, such as those inherent in piece rate wages (Dewat-

ripont, Jewitt, and Tirole 1999), simple lump-sum bonus contracts (Herweg, Müller, and Weinschenk 

2010; Biais et al. 2010), and competitive schemes (Goette et al. 2012; Guillen, Merrett, and Slonim 

2015) induce effort but might be unattractive to risk-averse individuals. In contrast, inequity concerns 

(Fehr and Schmidt 1999) of agents towards a principal as well as towards other agents have been 

shown to provide a potential remedy for moral hazard in theory (see Kőszegi 2014 for a summary of 

the literature).  

Joint liability group schemes are also considered in the microfinance literature where moral haz-

ard is seen as a likely explanation of credit constraints and credit market failures for low-income pop-

ulations (Adams, Einav, and Levin 2009; Visaria 2009; Giné, Goldberg, and Yang 2012). Arnott and 

Stiglitz (1991) emphasize the value of informal contract enforcement through peer monitoring for 

solving moral hazard problems. The more recent literature shows how group-lending contracts can 

alleviate moral hazard, both theoretically (Ghatak and Guinnane 1999) and empirically (Karlan 2005; 
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Karlan 2007; Al-Azzam, Hill, and Sarangi 2012; Bauer, Chytilová, and Morduch 2012; Giné and 

Karlan 2014). However, most theoretical models do not deviate from assuming self-interested agents. 

Contract enforcement through peer monitoring, thus, restricts efficiency improvements induced by 

groups to cases where group members have better information and punishment possibilities. Such 

schemes have limited value in situations where effort provision and, hence, moral hazard is truly un-

observable, as in our setup. 

While moral hazard is of crucial importance in insurance markets and has generated a large liter-

ature addressing both theoretical issues (Ehrlich and Becker 1972; Pauly 1974) and empirical tests 

(Chiappori and Salanié 2000; Yilma, Kempen, and Hoop 2012; Dionne, Michaud, and Dahchour 

2013; Autor, Duggan, Gruber 2014), there is surprisingly little discussion about leveraging group 

incentives to mitigate moral hazard. The most common remedy to moral hazard is partial risk-sharing 

(for example, through co-payments and deductibles), but this most negatively affects those with high 

insurance demand—that is, risk-averse individuals. For those, group schemes may be particularly 

valuable. One might attribute the lack of literature in the insurance context to the scarcity of real-

world applications, as opposed to the labor (Che and Yoo 2001) or microcredit market (Hermes and 

Lensink 2007). However, joint liability in insurance is not merely a theoretical construct, but is in fact 

widespread. Especially in developing countries, community-based risk management is the norm rather 

than the exception (Bhattamishra and Barrett 2010). Arrangements, such as small local self-help 

groups, are extreme examples of joint liability without any link to formal insurance. Other arrange-

ments combine formal insurance with joint liability, such as the mutual insurance funds model Fondos 

in Mexico (World Bank 2013). In developed countries, “peer-to-peer” insurance schemes, such as 

Friendsurance (Germany), Hey Guevara (United Kingdom), and PeerCover (New Zealand), are be-

coming more popular. While these examples show that joint liability group schemes in insurance are 

relevant in practice, the incentive mechanisms at work are still not well understood. 

The remainder of this paper proceeds as follows. In Section II, we introduce our theoretical 

framework and discuss the incentive effects of joint liability. Section III contains a description of the 

experimental design and sampling procedures. In Section IV, we present the research questions in the 

context of our setup and derive hypotheses. Section V discusses our results and in Section VI, we 

conclude. 

II. Incentives for Effort Provision 

This section describes how moral hazard emerges under individual and group contracts. Theory 

predicts that effort decreases when the private payoff of agents becomes less state-dependent under 

both individual and group contracts. Typically, however, it is assumed that agents are self-interested. 

We show how agents’ decisions in group schemes depend on whether they exhibit preferences con-

sistent with pro-social motives towards their fellow agents and how such preferences can align incen-

tives and alleviate moral hazard. To this end, we rely on an insurance model originating from Ehrlich 
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and Becker (1972) and their successors.3 The setup, however, can be readily extended to other settings 

such as labor markets, where instead of varying degrees of insurance coverage the incentivized share 

of the total wage varies (i.e., piece rate versus fixed wage). Furthermore, random shocks would not 

determine claim incidences but the level of profit for the enterprise in this case. 

A. Optimal Effort in the Absence of Insurance 

Consider an individual with von Neumann-Morgenstern utility function ! . , !# . > 0 and ini-

tial wealth &, which is subject to a random loss ' < & with probability ). The state of nature * ∈

{0,1} indicates whether a loss occurred (* = 1) or not (* = 0). The individual can reduce ) by invest-

ing effort 1 in self-protection. The probability ) thus becomes a function of 1 for which )′ 1 < 	0. 

The individual’s final wealth is 45 = & − 1 − ' ∙ 1589. The optimal investment in self-protection 

effort 1∗ would maximize the individual’s expected utility (EU): 
 

(1) ;! = ) 1 ! 49 + 1 − ) 1 ! 4= , 
 

where 4= = & − 1 and 49 = & − 1 − '. The first-order condition >;!/>1 for optimizing Equa-

tion (1) with respect to e is as follows: 
	

(2)  −)# 1 ! 4= − ! 49 = ) 1 !#(49) + 1 − ) 1 !′ 4= . 
	

The first term in Equation (2) is the marginal utility gain from the reduction in ). For the first-

order condition to hold, the marginal utility gain from self-protection must equal the marginal utility 

loss from reducing wealth Y in both states, which is reflected in the term on the right-hand side of 

Equation (2). Briys and Schlesinger (1990) show that the optimal level of self-protection e* can either 

increase or decrease in risk aversion. This relationship is intuitive because the cost of self-protection 

makes the worst possible outcome even worse, although the probability of the worst possible outcome 

is reduced. Jullien, Salanié, and Salanié (1999) further show that if the initial loss probability is low, 

more risk-averse agents prefer to self-protect, whereas if the loss probability is high, they prefer to 

reduce losses in the unfavorable state of the world, thus reducing self-protection because of its costs. 

The optimal level of self-protection 1∗ thus depends on the initial loss probability ) and the level of 

risk aversion.4 

B. Optimal Effort under Individual Insurance 

Following Pauly (1974), we can represent different degrees of insurance by x units of insurance 

coverage at premium cost c per unit. An equivalent situation can be created via insurance with B =

                                                        
3 Additions to and extensions of the interplay between self-protection effort and insurance are found in Dionne and Eeckhoudt 

(1985), Hiebert (1989), Briys and Schlesinger (1990), Briys, Schlesinger, and Schulenburg (1991), Sweeney and Beard (1992), Konrad and 
Skaperdas (1993), Jullien, Salanié, and Salanié (1999), Courbage (2001), Lakdawalla and Zanjani (2005), Muermann and Kunreuther 
(2008), and Lohse, Robledo, and Schmidt (2012). Our formal representation draws heavily on Briys and Schlesinger (1990). 

4 Dionne and Eeckhoud (1985) provide differentiated results regarding ranges of initial probabilities for a selection of utility func-
tions. For quadratic utility functions, they show that self-protection increases (decreases) with risk aversion if p < (>) 0.5. The results for 
logarithmic and exponential utility functions are ambiguous. 
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' − C units of deductible; we use this deductible notation to analyze insurance with different deducti-

ble arrangements. We follow Rothschild and Stiglitz (1976), Holmström (1979), and Shavell (1979), 

among others, by assuming that the insurer cannot observe the individual’s self-protection decision 

and thus cannot condition c on self-protection e.5 Final wealth thus changes to 45 = & − 1 − D ∙ (' −

B) − B ∙ 1589, and hence the difference ! 4= − ! 49  is increasing in the deductible B. Again, we 

calculate the optimal provision of self-protection effort 1∗ by maximizing the individual’s EU, such 

that Equation (2) is fulfilled. It is straightforward to see that in the case of full insurance (C = ' ⇔

B = 0), there is no incentive for self-protection because	! 4= = ! 49  and the marginal benefit of 

self-protection becomes zero. Without coverage (C = 0 ⇔ B = '), the incentive is equivalent to the 

no-insurance case. Generally, the marginal benefit of self-protection effort on the left-hand side of 

Equation (2) is decreasing in insurance coverage. The behavior of the right-hand side is less clear and 

will depend on the exact specification of the utility function and its parameters. As Pauly (1974) ar-

gues, however, it is straightforward to construct examples in which optimal self-protection is mono-

tone and decreasing in insurance coverage. The implication of this result for our experiments is that 

levels of self-protection under individual insurance should be below the no-insurance case and de-

crease with insurance coverage (i.e., increase with the deductible). 

C. Optimal Effort under Group Insurance 

In the moral hazard model of Arnott and Stiglitz (1991), individual insurance (i.e., market insur-

ance) and risk sharing in social groups (i.e., nonmarket insurance) are treated as two competing ap-

proaches. Nonmarket insurance solves moral hazard only when self-protection effort is observable. 

Here, we unite market and nonmarket insurance under a group insurance scheme.6 This concept in-

cludes a contractually agreed-upon mutual sharing of losses (joint liability) below a deductible, a fea-

ture that is used to design incentive-compatible contracts when moral hazard is present. Figure 1 illus-

trates the states of wealth for one agent under an individual insurance contract (Panel A) and under a 

group insurance scheme (Panel B). In the group scheme, the provision of self-protection effort essen-

tially becomes a public good because one agent’s decision to reduce the loss probability directly af-

fects the expected payouts of the other agent, from which the agent cannot be excluded. 
 

 
 
 
 
 
 
 
 
 
 

                                                        
5 Perfect observation of risk-taking, in general, is either impossible or prohibitively expensive (Holmström 1979; Shavell 1979; Ar-

nott and Stiglitz 1991). Even if insurers are able to discriminate those who are providing self-protection effort from those who are not, 
insurance regulation often restricts discrimination due to ethical considerations such as in health insurance (Schmidt, Voigt, and Wikler 
2010).  

6 Clarke (2011) considers a similar concept. 
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Panel A Individual insurance      Panel B Group insurance 
 
 
 
 
 
 

 
 
 
 

 
FIGURE 1. STATES OF WEALTH OF AGENT A CONTINGENT ON OWN AND AGENT B'S LOSS  

FOR INDIVIDUAL INSURANCE (PANEL A) AND GROUP INSURANCE (PANEL B) 
 

Suppose again that partial insurance with a deductible B = ' − C is available at cost D ∙ (' − B) 

but that the risk inherent in the deductible is shared between two agents in a group insurance policy. 

The four possible states of wealth are then 4== = & − 1 − D ∙ ' − B , 4=9 = & − 1 − D ∙ ' − B −
F

G
, 49= = & − 1 − D ∙ ' − B −

F

G
 and 499 = & − 1 − D ∙ ' − B − B, where 45 is the outcome un-

der the different states of the world * ∈ {00,01,10,11}, with the first digit indicating the loss state of 

individual i and the second digit indicating the loss state of individual j. It follows that ;!H =

)5(1H, 1I)!H 455 , where )5 is composed of )H(1H) and )I(1I). Using again the first-order condition 

as in Equation (2) and assuming full insurance (i.e., D = 0), we obtain the same result as in the indi-

vidual insurance case with 1H
∗ = 0. The group insurance scheme with partial coverage, however, may 

generate lower optimal levels of self-protection effort 1∗ than the equivalent individual insurance. 

Applying the first-order condition, we can see that the marginal utility gain from self-protection repre-

sented by the left-hand side of Equation (2) is lower for the group scheme than for individual insur-

ance:7 
	

(3)  – )# 1H ()I ! 4=9 − ! 499 + (1 − )I) ! 4== − ! 49= . 
	

The reason for the reduced gain is that only half of the deductible will be saved in the loss case 

instead of the whole deductible in the individual insurance case. The exact utility gain depends on the 

shape of the utility function, but as a reference point, for risk-neutral individuals, it is half of the utili-

ty gain under individual insurance (as 4=9 = 49= =
KLLMKNN

G
, 499 = 49, 4== = 4= and !′ .  is constant). 

On the cost side, represented by the right-hand side of Equation (2), the change also depends on the 

shape of the utility function, but the direction of this change is less clear than in the individual insur-

ance case: 
 

(4)  )H)I!# 499 + )H(1 − )I)!# 49= + (1 − )H))I!# 4=9  

+(1 − )H) 1 − )H !′ 4== . 
	

                                                        
7 We ignore beliefs about player j’s self-protection decision from this point onwards, i.e., we treat the loss probability )I  as given. We 

revisit this assumption and specifically discuss the role of beliefs at the end of this section. 
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The group scheme shifts some of the weight from the marginal utilities at the extreme points 499 

and 4== to their average of 4=9 = 49=. For risk-neutral individuals with constant marginal utility, this 

condition is irrelevant. For risk-averse or risk-loving individuals, however, there might be a change 

that depends, inter alia, on !###(. ), i.e., prudence (Liu and Meyer 2012). It is thus possible that there is 

also a change in costs associated with the provision of self-protection effort under the group scheme, 

but such a change is less obvious and more sensitive to assumptions regarding the shape of the utility 

function. We show in later simulations that popular parametric specifications of the utility function 

clearly predict a decrease in self-protection effort. Intuitively, sharing the deductible works similarly 

to reducing the deductible in terms of not only its incentive effect but also its exposure to risk. It is 

straightforward to show that the negative effect of the group scheme also holds for groups of sizes of 

O > 2, where each deductible would be divided by n. Again, as a reference point, the utility gain from 

self-protection effort for risk-neutral individuals would be the utility gain under individual insurance 

divided by n. As O → ∞, the situation converges to a situation with full insurance such that the opti-

mal self-protection effort decision converges to 1H
∗ = 0. 

D. Optimal Effort under Group Insurance and Pro-social Preferences 

The remarkable aspect of the group scheme becomes obvious when we consider pro-social pref-

erences as introduced by Rabin (1993), Fehr and Schmidt (1999), and Bolton and Ockenfels (2000), 

among others. The fundamental idea is that individuals are concerned not only with their own payoffs 

but also with the payoffs of other individuals or, more broadly, with a desire to “do the right thing” or 

to “make the moral” choice (Levitt and List 2007). The literature reveals a great willingness to con-

tribute to public goods (Chaudhuri 2010) despite the individual incentive to free-ride on the contribu-

tions of others. In our setting, an individual’s self-protection effort under the group scheme can be 

seen as a public good contribution because it decreases both group peers’ loss probabilities. However, 

it is an open question whether pro-social concerns in joint liability groups are sufficient to stimulate 

significant cooperation in risky as opposed to deterministic settings and translate into higher social 

efficiency. Contributions could potentially be lower due to the stochastic nature of the public good 

(Berger and Hershey 1994; Gong, Baron, and Kunreuther 2009), but could also be compensated by 

the common identity induced by the group setting (Eckel and Grossmann 2005; Kramer and Brewer 

1986). 

Here, we assume that the pro-social individual i in some positive way cares about the benefit of 

individual j such that >!H/>4I > 0:8  
	

(5)  ;!H = )5(1H, 1I)!H 45,H, 45,I5 . 
 

                                                        
8 Apparently, >!H/>4I  could also be smaller than 0, for example, due to negative reciprocity or envy. For expositional reasons and 

because we believe that positive motivation is more likely to be relevant here, we present our theoretical intuition assuming  >!H/>4I > 0. 
However, it is easy to go through the theory assuming the reverse. 
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If we compare the marginal cost side of self-protection effort to the version without pro-social 

preferences, there is no obvious change in incentives; 1H is still borne privately, and thus the utility 

costs depend on the partial derivative of the utility function with respect to 4H, similar to Equation (4):9  
 

(6)  
)H)I!H

# 499,H, 499,I + )H 1 − )I !H
# 49=,H, 49=,I

+(1 − )H))I!H
# 4=9,H, 4=9,I + (1 − )H) 1 − )H !H′ 4==,H, 4==,I

, 

 

where !H
# . , .  is the partial derivative w.r.t. 4H. The marginal benefit, however, now reads as fol-

lows: 
 

(7)  – )# 1H
)I !H 4=9,H, 4=9,I − !H 499,H, 499,I 	

+(1 − )I) !H 4==,H, 4==,I − !H 49=,H, 49=,I
. 

 

This means that the marginal benefit still includes the benefit of increasing 4H but now further 

accounts for the increase in 4I. For illustrational purposes, Equation (7) can be divided into one part 

containing the utility change caused by the increase in 4H, similar to Equation (3), and an additional 

part containing the utility change through 4I. Although there is now an obvious change in incentives, 

the exact change still depends on functional form assumptions. The general formulas nevertheless 

provide an intuition that the incentive to provide self-protection effort under the group scheme should 

increase with pro-social concerns. A benchmark example reads as follows: a risk-neutral individual i 

without pro-social preferences !H 45,H, 45,I = 45,H has the same marginal costs but half the marginal 

benefit of self-protection effort when comparing the group to the individual scheme. Introducing pro-

social concerns S such that !H 45,H, 45,I = 45,H + S ∙ 45,I, the marginal benefit increases with S until 

incentives are equivalent in the individual and the group scheme once S = 1. 

When diverging from risk neutrality, the setting becomes more complicated because the margin-

al utility of wealth is not constant. Generally, modeling pro-social behavior in risky environments is 

not a standardized task, and there is no common approach to doing so. The existing modeling ap-

proaches for pro-social preferences are not designed for risky environments. Absolute utility is sensi-

tive to scaling by risk-aversion parameters, and it is difficult to maintain a sensible weighting of play-

er j’s wealth when varying risk-aversion parameters.10 We avoid the problem by restricting our atten-

tion to two alternative specifications in which 4H and 4I are subject to scaling by the same utility func-

tion !H . , the details of which are discussed in online Appendix A.  

Thus far, we have not discussed the role of beliefs about self-protection effort of group peers, but 

these beliefs are important for at least two reasons. First, self-protection effort 1I affects the probabil-

                                                        
9 Including a second dimension 4I  in the utility function can have arbitrary shape effects such that the partial derivative with respect 

to 4H  might change. However, the manipulation should preserve some properties of the self-interested utility function (such as approximate 
risk aversion) for a ceteris paribus comparison. One property-preserving manipulation would be to assume separability of the utility function 
such that individual i acts like a self-interested agent whenever the outcome of individual j cannot be influenced. In this case, the marginal 
costs of self-protection would be equivalent to the costs without pro-social preferences. Below, we will discuss different ways of modeling 
pro-social preferences in our setting. As a general remark, any specification of pro-social preferences that substantially increases the mar-
ginal costs of sacrificing income when caring about someone else would be quite counterintuitive, in our view. 

10 Fudenberg and Levine (2012) provide initial insights into the difficulties of jointly modeling risk and fairness preferences, and Sai-
to (2013) contributes to the topic by generalizing the Fehr and Schmidt (1999) model of inequality aversion to risky situations. 
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ity )I and j’s wealth 45,I, which might change both the marginal costs and benefits of effort. For risk-

neutral individuals (i.e., constant marginal utility in 4H and 4I) this does not play a role, but the abso-

lute costs and benefits of self-protection effort change for all other types. The second reason is very 

important in our view. The literature on pro-social preferences recognizes reciprocity or conditional 

cooperation (Fischbacher, Gächter, and Fehr 2001) as a powerful driver of pro-social behavior. In 

case behavior of other individuals cannot be observed, this might imply the conditionality of pro-

sociality on the expected fairness of others. This means, agent i‘s beliefs about agent j‘s self-

protection effort 1H might drive the degree of pro-social concerns S. Such dependence can easily be 

motivated by applying Rabin’s (1993) fairness model to our setting (see online Appendix B). Alterna-

tively, inequity aversion (Fehr and Schmidt 1999) might drive the desire of agents to provide the same 

level of effort as their group members. We therefore specifically elicit and analyze beliefs in our ex-

periment. 

III. Experimental Design and Procedures 

A. Effort Game 

We model the self-protection effort choice under different contractual settings in artifactual field 

and laboratory experiments. Risk is introduced in the form of a lottery that involves drawing one of 

ten balls (i.e., four orange, six white) from an opaque bag. Orange balls represent a loss ('); white 

balls indicate no loss. Every participant is provided with an initial endowment &. This design is in-

centive-compatible (Cummings, Harrison, and Rutström 1995) and incorporates the prospect of losing 

money instead of winning money as stressed by, for example, Harrison and Rutström (2008). The 

payoff of participants thus is & with ) = 0.6 and & − ' with ) = 0.4. Self-protection is simulated 

by exchanging a bag with four orange and six white balls for one with only two orange balls and eight 

white balls against an effort cost of 1. The payoff of participants when using this option is & − 1 with 

) = 0.8 and & − 1 − ' with ) = 0.2. We use an initial endowment of	& = 300, a loss of ' = 200, 

and a cost of self-protection of 1 = 20. Whereas for the Philippine field laboratory setting the labora-

tory currency is exchangeable to real Philippine pesos (PHP) at a rate of 1:1, the laboratory currency 

for the German computer laboratory setting is exchangeable to real Euro (EUR) at a rate of 20:1. In 

addition, participants received a show-up fee of PHP 50 (EUR 0.9) in the Philippines and EUR 4 in 

Germany.11  

                                                        
11 For the Philippine sample, the initial endowment of PHP 300 (approximately EUR 5.2 using the exchange rate of early October 

2013) is above the minimum daily wage of PHP 250 in the agricultural sector in the Iloilo province as of October 2013 (Republic of the 
Philippines 2013) and well above the average daily income of participants. For the German student sample, the initial endowment of EUR 
15 corresponds to about 70 percent of participants’ daily income. 
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B. Treatments  

Every participant played the basic effort game as presented in Section III.A over three rounds 

and is randomly assigned to one of four insurance treatments or the control treatment for the subse-

quent rounds four through six. Insurance uptake was mandatory in all treatments. Those assigned to 

the control treatment C again played the basic effort game in rounds four through six. A comprehen-

sive overview of all treatments is presented in Table 1.  
 

TABLE 1—EXPERIMENTAL TREATMENT PLAN 
        

Panel A: Universal parameters 
Initial endowment  300 
Loss  200 
Self-protection effort cost  20 
Loss probability ex self-protection effort  0.40 
Loss probability cum self-protection effort 0.20 

Panel B: Treatment characteristics 
   Individual insurance  Group insurance 
 C  Ilow Ihigh  Gprivate Gpublic 

Panel B.1: Treatment-specific parameters 
Deductible –  100 40 

 

100 100 
Premium   –  50 80 

 

50 50 
Self-protection effort observable No  No No 

 

No Yes 
Panel B.2: Expected value (EV) and standard deviation (SD) change from self-protection effort 

EV change from self-protection effort +20  0 -12 
 

-10 
SD change from self-protection effort -18  -9 -4 

 

-4a 
Panel B.3: Treatment sequence 

Rounds 1 to 3 C  C C 
 

C C 
Rounds 4 to 6 C  Ilow Ihigh 

 

Gprivate Gpublic 
Panel B.4: Participants and sessions 

Number of participants (Philippines) 175  176 175 
 

288 178 
Number of participants (Germany) 147  149 147 

 

151 106 
Number of sessions (Philippines) 22  22 22 

 

36 22 
Number of sessions (Germany) 37  35 37 

 

20 16 
Notes: All values are presented either in PHP (i.e., Philippine sample) or laboratory currency (i.e., German sample), exchangeable to Euro 
with an exchange rate of 20:1. a The standard deviation under group insurance depends on both agents’ decisions, and we show standard 
deviation under the assumption that the group peer provides self-protection effort. If the group peer does not provide self-protection effort, 
the decrease in standard deviation from self-protection is slightly lower at 3. 
 

The insurance treatments were divided into two primary treatments: the individual insurance (I), 

and the group insurance (G). Both primary treatments again included two sub-manipulations. For the 

individual insurance treatment, we varied the deductible D. Ilow had a high deductible of 100 (i.e., low 

coverage), and Ihigh had a low deductible of 40 (i.e., high coverage). The rationale for varying the level 

of coverage was to vary the economic incentive to provide self-protection effort, which is essentially 

what insurance does. Whereas self-protection effort under the low coverage policy has an expected 

value of zero, under the high coverage policy, effort provision is unattractive for most rational indi-

viduals because it has a negative expected value (see Panel B.2 of Table 1). 

The group insurance treatment G differed from the individual insurance Ilow in that this type of 

insurance covered groups of two and in that losses below the deductible were shared within the 

group.12 Although the deductible and premium are equal to Ilow, group insurance effectively provides 

                                                        
12 Behavior in our group insurance scheme may be susceptible to the size of the group. Although restricting the group size to two in-

dividuals maximizes the number of observations in our experimental setup, it raises questions regarding the robustness with increasing 
group size. While we did not test for the effect of group size in our setup, experimental evidence from microfinance indicates that coopera-
tion in groups with joint liability is relatively robust to a variation in group size (Abbink, Irlenbusch, and Renner 2006). We randomly varied 
“network strength” in the Philippine sample. Strong networks consisted of the originally invited player and the accompanying peer. Weak 
groups were formed by randomly assigning an originally invited person to another participant. This variation was implemented within a 
session—that is, there would usually be two strong and two weak groups in each Gprivate session. This approach decreased the number of 
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more risk protection because the risk inherent in the deductible is shared within the group. This ren-

ders self-protection unattractive for most self-interested rational individuals because it has a negative 

expected value (see Panel B.2 of Table 1). Treatment Gprivate implemented group insurance with self-

protection as private information, making it impossible for group members to infer the level of their 

peers’ risk-taking. In Gpublic, we revealed the self-protection decision within the group at the end of a 

round. The latter treatment was included because it might introduce strategic concerns. Observing 

effort provision allows identification and punishment of “free-riders” who do not provide self-

protection effort (compare discussion in Section V.C),    

To calibrate the monetary values in our experiment, we ensured that the premiums were related 

to the expected value of claims and thus reflected the differences in deductibles. Because the actual 

price of an insurance policy is its loading, we added a 25 percent markup to all insurance treatments. 

The insurer’s inability to observe self-protection in our experimental setting resembled real-world 

scenarios in that insurers usually are not able to detect such behavior at reasonable cost. The effort 

cost for self-protection 1	 = 	20 was chosen such that it would be economically beneficial to provide 

self-protection effort while having no insurance even for risk-neutral and some risk-loving subjects. 

C. Recruitment, Treatment Allocation, and Procedures 

Field Laboratory Philippines.—The experiment was conducted with 992 rural villagers from the 

Iloilo and Guimaras provinces of the Philippines in October and November 2013. We applied a two-

stage randomization schedule, first by randomly sampling villages and then by selecting participants 

for the selected villages in the second stage.13 Sixteen households were randomly chosen from within 

a village using complete household lists to which we had unrestricted access. Each invitation had one 

additional letter for a friend or relative of the invitee’s choice attached, such that in total 32 distinct 

households were invited in each village.14 We incentivized households to send the household head by 

awarding an additional PHP 20 (EUR 0.3) to the final payouts in the event of this person’s participa-

tion; however, spouses were also eligible to participate. We also required participants to be between 

18 and 65 years of age.  

The allocation of treatments to specific villages was determined randomly; however, we de-

signed clusters of villages that were similar in terms of experiment timing, village size, wealth, and 

remoteness. Within each of these clusters the distribution of treatments was balanced.15 Different 

treatments required distinct instructions and thus were played in a different session. We always played 
                                                                                                                                                                            

observations per session for one treatment. To keep the number of individual observations in each variant similar to the other treatments, we 
conducted more sessions in the cases of treatments Gprivate. 

13 Permission to conduct the research was obtained in advance from the elected village representative (i.e., the Punong Barangay) for 
all villages. The pool of villages was restricted to rural villages only and excluded relatively affluent areas, i.e., the first two out of five 
income classes according to the definitions of the Philippine Statistics Authority (Republic of the Philippines 2014).  

14 Observing two clearly linked peers allowed us to manipulate network strength within groups. Half of the groups were composed of 
close peers, the other half of random participants (compare analysis in Section V.D). 

15 This approach minimizes the Mahalanobis distance of the average village from its cluster average, normalizing the variables using 
the covariance matrix. The exact calculation and assignment procedure are available upon request. Balancing with respect to timing of the 
experiment became especially relevant after Typhoon Haiyan hit the province of Iloilo in November 2013 after 67 of 124 sessions had been 
conducted. 
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four sessions with distinct treatments per village to further reduce the likelihood of correlation be-

tween village-specific characteristics and treatment assignment. In total we conducted 124 sessions. 

Each participant first played three rounds without insurance and then another three rounds de-

pending on the treatment assignment. Only one of the rounds was paid out at random. At the end of 

each round, subjects were informed about their result and the initial endowment was restored for the 

next round. We used play money throughout the experiment to represent the amounts at stake and the 

payoff of only one round was paid out in real money.16 We explained the approximate duration, num-

ber of rounds, and payout mechanism to all participants in advance. Before and after the experiment, 

we administered face-to-face questionnaires to assess the participants’ sociodemographic characteris-

tics along with more complex issues such as numeracy and risk aversion. 

The experimental procedure for one session round was as follows. First, the instructor explained 

the experiment to all participants jointly and each participant received an initial endowment for one 

round. After the introduction, each participant individually answered test questions to demonstrate his 

or her understanding of the experiment. Only when all questions were answered correctly was the 

participant allowed to continue. The participants were then given the choice between two opaque 

bags, one with four and one with two orange balls; choosing the latter bag with a reduced loss proba-

bility required a payment. Prior to their choice, we elicited beliefs about the self-protection decision of 

their respective group peer in the group treatments. Even though the group members were not anony-

mous, they were not allowed to communicate.17 After the participants made their choice, they drew 

from the chosen bag to determine their state (i.e., loss or no loss). The result from that round was rec-

orded, and the participant was sent back to his or her seat. In the case of group insurance, the result 

from one round could be calculated only after both parties to the group insurance contract had deter-

mined their losses; thus, these treatments included an additional step.  

Computer Laboratory Germany.—The experimental procedures in the German computer labora-

tory setting mimicked those implemented in the Philippine field laboratory. The main difference was 

the interaction with a computer terminal as opposed to an experimenter. We conducted the experi-

ments in the experimental laboratories of the University of Mannheim and the University of Magde-

burg using the experimental software z-Tree (Fischbacher 2007) in March and April 2015. Experi-

mental treatments were randomized within each session. Participants were recruited through the sub-

ject pools of the respective experimental laboratories, and participants were required to have a good 

command of the German language. We conducted the experiment with 700 participants (i.e., 180 from 

Mannheim and 520 from Magdeburg) in 37 sessions.18 One notable difference from the Philippine 

field laboratory resulting from the computer laboratory setting was that players were not able to iden-

                                                        
16 The show-up fee was paid even if participants were not able or willing to complete the entire procedure. We made it very clear that 

all participants could discontinue the experiment at any time; however, there were no dropouts. 
17 Together with not revealing the choice of bags this should ensure that strategic considerations have no influence on self-protection 

decisions. Only when making this information public should strategic motives play a role. 
18 In the German sample, observations of 1 round for 24 subjects (i.e., evenly distributed between treatments) were lost due to a tech-

nical problem in the laboratory. 
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tify their group peers under the group insurance treatments in the German computer laboratory; how-

ever, they were informed that their peer was one of the session’s participants. 

IV. Research Questions and Hypotheses 

Our experimental design permits investigation of two main research questions. The first is 

whether effort provision (i.e., self-protection) decreases when making the payoff of agents less state-

dependent (i.e., increasing insurance coverage) under an individual contract. Such classical moral 

hazard behavior finds empirical confirmation in a large literature and is economically rational (Pauly 

1974) because wealth becomes less dependent on ex-ante risk taking. The existence of moral hazard is 

a precondition for the relevance of the subsequent question. In particular, we investigate whether a 

group contract can induce efficiency improvements in the tradeoff between individual risk exposure 

and self-protection effort provision compared to the individual contract and under which conditions 

this may hold true.  

To derive our hypotheses, we predict the share of individuals providing self-protection effort un-

der each treatment based on simulations of our theory. The idea is that the self-protection decision is a 

risky choice and hence governed by risk aversion. We consider the valuation of choices by a von 

Neumann-Morgenstern utility function with constant relative risk aversion (CRRA). When using par-

ametric specifications of these utility functions, we introduce three archetypes of pro-social behavior 

along the continuum of possible behavioral types in our framework for pro-social preferences. The 

first archetype is purely self-interested (S = 0). The second type weights one’s own payoff and the 

payoff of the group peer equally (S = 1). The third type also fully accounts for payoffs of group peers 

(S = 1) but additionally adapts risk taking consistent with the recent literature on risk taking on behalf 

of others (e.g., Andersson et al. 2013; 2016). Further details are provided in online Appendix A.  
 

TABLE 2—THEORETICAL PREDICTIONS FOR SELF-PROTECTION EFFORT WITH DIFFERENT PRO-SOCIAL CONCEPTS 
      

Treatment C Ilow Ihigh  G 
Preference concept 

Pro-social No No No  Noa Yesa Yesa 
γ – – –  0 1 1 
Y – – –  keep keep adapt 

Panel A: Risk-aversion parameter ρ domain for which self-protection effort is preferred 

Philippines [-3.1, 3.9] [0.0, 4.0] ∅	  A: ∅ 
B: ∅ 

A: [0.0, 8.3] 

B: [0.0, 8.5] 
A: [-0.6, 16.0] 

B: [-0.6, 16.4] 

Germany [-3.1, 3.9] [0.0, 4.0] ∅  A: ∅ 
B: ∅ 

A: [0.0, 8.3] 

B: [0.0, 8.5] 
A: [-1.2, 14.2] 

B: [-1.9, 14.8] 
Panel B: Share of population for which self-protection effort is preferred 

Philippines 0.82 0.64 0  0 A/B: 0.71 A/B: 0.93 
Germany 0.85 0.81 0  0 A/B: 0.91 A/B: 0.98 

Notes: Simulations procedures using CRRA expected utility of the functional form U 4 = 4 9\]  for Y > 0	with risk-aversion parameter Y 
are described in online Appendix A. a A: assumes 1I = 1; B: assumes 1I = 0. 
 

Panel A of Table 2 shows the risk-aversion parameter domain for which individuals are expected 

to provide self-protection effort in our experimental setting. We predict the share of individuals 

providing self-protection effort in Panel B utilizing data from Binswanger (1980) lottery choices, 
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which allow estimation of the distribution of risk-aversion parameters of our sample (see online Ap-

pendix C).19 Predicted parameter ranges and population shares are shown for all treatments. 

Hypothesis 1.—We expect that making payoffs of agents less state-dependent (i.e., increasing in-

surance coverage) will decrease the likelihood of providing self-protection effort under the individual 

scheme (H1). In line with moral hazard, our simulations clearly predict a decreasing share of self-

protection decisions when increasing insurance coverage. While the provision of individual insurance 

with low coverage should decrease self-protection effort only slightly, effort levels should drop to 

zero with high coverage. 

Hypothesis 2.—The theoretical intuition we provide in Section II suggests that a joint liability 

group scheme can lead to efficiency improvements if individuals exhibit pro-social preferences. We 

therefore expect that the group scheme will induce efficiency improvements in the tradeoff between 

individual risk exposure and self-protection effort provision compared to the individual insurance 

schemes (H2). There are two focal comparisons that illustrate a potential efficiency gain. The first 

focal point of comparison is the low-coverage individual scheme. The reason is that if the group con-

tract is able to attain similar—or even higher—levels of self-protection, there is a clear efficiency 

gain: at equal costs (i.e., premium payment) and levels of self-protection the group contract leaves 

substantially lower risk for the individual. Assuming high levels of pro-sociality, we expect that the 

likelihood of providing self-protection effort under the group contract is at least equal compared with 

the low-coverage individual insurance (H2a).  

The second focal point of comparison is the high-coverage individual scheme. The reason is that 

the group and the high-coverage individual contract exhibit similar economic incentives to provide 

self-protection effort for self-interested agents (residual idiosyncratic risk is similar and predicted self-

protection effort is zero in both cases). Assuming sufficient levels of pro-sociality exist, though, we 

expect that the likelihood of providing self-protection effort under the group contract is higher com-

pared with the high-coverage individual insurance (H2b). 

Our discussion about reciprocity and conditional cooperation as important drivers of pro-social 

behavior in Section II.D suggests that pro-social motives should be stronger with positive beliefs 

about the other group member. Thus, we expect that those individuals with positive beliefs about the 

self-protection effort provision of the group peer are more likely to provide self-protection effort in 

the group scheme than those individuals with negative beliefs (H3). Hence, especially those individu-

als with positive beliefs should behave in line with hypotheses H2a and H2b. In contrast to the first 

two hypotheses, H3 cannot be tested by comparing experimental treatment arms, but only through a 

comparison of participants within the group scheme. 

                                                        
19 There is a multitude of approaches to eliciting risk preferences, such as the multiple price list (Miller, Meyer, and Lanzetta 1969; 

Holt and Laury 2002) and the certainty equivalent approach (Becker, Degroot, Marschak 1964). We opted for the ordered lottery selection 
method because it is readily understandable and, in particular, has been previously used in a low-income developing country setting (Cole et 
al. 2013). For the German sample, we additionally applied the multiple price list design as in Holt and Laury (2002). The resulting predic-
tions regarding the share of the population for which self-protection is preferred are 1 (C) , 0.77 (Ilow), 0 (Ihigh), 0 (G), 0.77 (Gkeep ρ) and 0.94 
(Gadapt ρ), thus establishing similar predictions. 
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V. Experimental Results 

A. Descriptive statistics 

Descriptive statistics of the sample characteristics are presented in Table 3. Most of the partici-

pants in the Philippine sample were female, but in the German sample the gender mix is more bal-

anced. In the Philippines we wanted to make sure that the sample is representative for members of the 

household, who are involved in financial decision-making on the household level, which holds true 

for almost all of our participants.20 Attrition would have been a relevant factor if we had insisted on 

males. To assess whether our results are sensitive to the gender imbalance, we also conduct separate 

analyses for female and male participants in the Philippine sample. Table F1 in online Appendix F 

shows that the main results are similar across gender. In fact, none of the coefficients is significantly 

different across the two subsamples. 

The average age in the Philippine sample is slightly under 40. Because the German sample was 

recruited from a student population, the average age of approximately 23 is lower. With respect to the 

households’ financial situations, the average annual household income in the Philippine sample is 

approximately PHP 85,000 (EUR 1,466). The average income of wage earners in the sample is below 

the minimum daily wage in the Iloilo province (Republic of the Philippines 2013). Thus, our Philip-

pine sample represents a typical low-income population, while our German student sample represents 

a typical well-educated and higher-income population with an average income of EUR 7,719. 

Due to the randomized allocation of treatments, we expect all characteristics to be balanced be-

tween the treatments and the control group. Applying multivariate balancing tests accounting for cor-

relations between the treatments and multiple variables, we cannot reject the hypothesis that charac-

teristics have the same average across treatments. Thus, the participants’ characteristics are balanced 

between the treatments and the control group for both the Philippine and the German samples.

                                                        
20 Our results on spouses’ financial responsibility match those observed by Ashraf (2009), who finds that in 80 percent of the house-

holds surveyed in her Philippine study, the wife holds the income and does the budgeting and also makes the major financial decisions in 49 
percent of households. 
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TABLE 3—SUMMARY STATISTICS AND BALANCING CHECKS 

             

 Philippine sample  German sample 
Variable C Ilow Ihigh Gprivate Gpublic Equality of  

means (p-value)f 
 C Ilow Ihigh Gprivate Gpublic Equality of  

means (p-value)f  Mean a   
(Standard error) 

 Mean a 

(Standard error) 
Panel A: Sociodemographic characteristics 

Sex (1=female) 0.869 0.818 0.829 0.868 0.848 0.688  0.435 0.53 0.415 0.437 0.415 0.254 
(0.0279) (0.0383) (0.0354) (0.0222) (0.0329)   (0.041) (0.041) (0.408) (0.0405) (0.0481)  

Age (in years) 38.0487 38.0568 37.488 39.729 38.839 0.263  23.755 23.195 23.463 23.166 23.481 0.618 
(0.921) (1.0256) (0.661) (0.601) (0.959)   (0.0338) (0.292) (0.326) (0.272) (0.254)  

Financial responsibilityb 0.972 0.972 0.988 0.969 0.966 0.697  0.544 0.503 0.469 0.556 0.462 0.415 
(0.0114) (0.0114) (0.00842) (0.00915) (0.0147)   (0.0412) (0.0411) (0.413) (0.0406) (0.0487)  

Annual incomec  
(in 1,000 PHP or EUR) 

74.867 65.236 90.588 89.449 96.241 0.683  7.426 7.968 7.908 7.636 7.628 0.749 
(7.279) (5.779) (19.888) (10.176) (30.178)   (0.367) (0.306) (0.386) (0.259) (0.271)  

Panel B: Numeracy, risk and ambiguity aversion 
Numeracy performance  
(percent correct) 

0.480 0.466 0.483 0.493 0.461 0.325  0.804 0.825 0.807 0.765 0.787 0.166 
(0.0152) (0.0132) (0.0138) (0.00859) (0.0146)   (0.169) (0.0158) (0.0173) (0.0194) (0.0208)  

Ambiguity aversiond 6.347 6.243 6.403 6.428 6.388 0.347  5.290 5.404 5.339 5.368 5.436 0.733 
(0.0747) (0.0648) (0.0737) (0.059) (0.0705)   (0.0756) (0.0693) (0.0763) (0.0831) (0.0810)  

Risk aversione 3.838 3.716 3.745 3.642 3.883 0.692  3.163 3.0134 3.259 3.066 3.085 0.467 
(0.159) (0.121) (0.135) (0.113) (0.149)   (0.108) (0.994) (0.946) (0.0961) (0.125)  

Equality of means (p-value)f  0.834 0.802 0.567 0.972 0.729   0.106 0.663 0.445 0.596 0.424 
Number of participants 175 176 175 288 178   147 149 147 151 106  

Notes: Consistent with treatment assignment, all standard errors and tests are based on session averages in the Philippines sample and on the individual level in the German sample. a Asterisks indicate the signifi-
cance levels of the differences in means relative to the control group C based on standard errors, which are reported in parentheses. b Indicator variable in which 1 indicates responsibility for financial decision-
making in the household. c Consistent with the relevant local concept we asked for household income in the Philippines and for individual income in the German student sample. d Scores are based on multiple sev-
en-point Likert scale questionnaire items, where 7.00 indicates strong accordance; e.g., a score of 7.00 (1.00) indicates high (low) ambiguity aversion. e We used the approach introduced by Binswanger (1980) in 
the form of the Barr and Genicot (2008) implementation; details are presented in online Appendix C. f We report p-values for multivariate equality in means tests based on Wilks’s lambda test statistics. Whereas 
the column p-values provide test results for equality of means of one variable across all treatments, the row p-values indicate test results for equality of means of all variables between the respective treatment and 
the control group. 
*** Significant at the 1 percent level. 
  ** Significant at the 5 percent level.  
    * Significant at the 10 percent level.
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B. Main Results 

We show average self-protection across treatments in Figures 2, and 3. Online Appendix Table 

D1 mirrors these figures using estimates from linear probability models and shows that the results are 

robust to the inclusion of control variables. In all our analyses, we account for potential correlation 

within our unit of randomization (i.e., the experimental session for the Philippine sample and the indi-

vidual for the German sample) via clustered standard errors.22 The results are shown separately for 

each of the two experimental settings: the Philippine field laboratory and the German computer labor-

atory.  

Hypothesis 1.—To test for the fundamental effect of insurance coverage on self-protection (H1), 

we compare treatments Ilow and Ihigh to the control treatment C in Figure 2. In line with our predictions, 

the average probability of an individual to provide self-protection effort decreases with increasing 

levels of insurance coverage. In the sample from the Philippines, the reduction is 3 percentage points 

(p = 0.454) under the low-coverage individual contract Ilow and 11.8 percentage points (p = 0.0289) 

under the high-coverage contract Ihigh. The effects are even more pronounced in the German sample, 

where the decrease is 20.6 percentage points (p = 0.000) under the low-coverage individual contract 

Ilow and 48.8 percentage points (p = 0.000) under the high-coverage contract Ihigh. This is a strong 

indication of moral hazard as expected under H1. The effects are robust to the inclusion of covariates 

such as sex, age, income, intellectual capabilities, and risk and ambiguity aversion. Contrasting the 

results of the two sample populations shows that the effects are significantly higher in the German 

sample (p = 0.000 for Ihigh and p = 0.0017 for Ilow).23 
 

 
FIGURE 2. MEAN SELF-PROTECTION EFFORT BY SAMPLE 

 
Notes: The bars represent the mean proportion of individuals choosing self-protection for the different treatment groups. Error bars indicate 

standard errors of the mean. 
                                                        
22 We also applied individual-level clusters to the Philippine sample, resulting in smaller standard errors; however, we used the more 

conservative session-level clustering to maintain consistency with our assumptions in the sample balancing checks (see Section V.A). The 
results from an alternative probit model estimation are presented in online Appendix Table D2. 

23 To test for differences between regression coefficients resulting from the Philippine and the German sample populations, we esti-
mated seemingly unrelated regressions (SUR) and Wald test statistics. 
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Hypothesis 2.—We assess average efficiency gains of the group contract first by contrasting self-

protection under the group contract Gprivate and the low-coverage individual contract Ilow (see Figure 2). 

We find that the group scheme induces an increase in self-protection of 6.8 percentage points relative 

to Ilow (p = 0.0933) for the Philippine sample. For the German sample we find similar self-protection 

probabilities under Gprivate and Ilow (p = 0.852). These results imply efficiency gains as hypothesized 

under H2a, as in both cases the group scheme does not decrease probabilities to provide self-

protection compared to Ilow but achieves higher risk-protection at the same premium. The second focal 

point of comparison is the high-coverage individual scheme Ihigh. We find that the group scheme in-

duces an increase in self-protection of 15.6 percentage points in the Philippine sample (p = 0.0041) 

and an increase in self-protection of 27.3 percentage points in the German sample (p = 0.000) relative 

to Ihigh. Materially higher levels of self-protection effort observed under the group scheme for both 

samples indicate a reduction in moral hazard given similar economic incentives to provide self-

protection effort as hypothesized under H2b. In summary, our results lend strong support to the hy-

pothesized average efficiency gains induced by the group contract in the tradeoff between individual 

risk exposure and self-protection effort provision (H2). 
 

 
FIGURE 3. MEAN SELF-PROTECTION EFFORT BY SAMPLE AND BELIEFS 

 
Notes: The bars represent the mean proportion of individuals choosing self-protection. We differentiate the group insurance treatment Gprivate 
into those subjects expecting their group peer to provide self-protection effort (a) and those not expecting this (b). The unconditioned result 

of Gprivate is positioned between the conditioned (a) and (b) results. Error bars indicate standard errors of the mean. 
 

Hypothesis 3.—Our discussion about pro-social preferences in group mechanisms (see Section 

II.D) emphasized the role of beliefs about other group members. Reciprocal fairness concerns (Rabin 

1993) and inequity aversion (Fehr and Schmitt 1999) both imply that the motivation to provide self-

protection effort should increase with beliefs about group peers. In Figure 3, we therefore condition 

self-protection decisions under treatment Gprivate on beliefs about the group peer’s self-protection deci-

sion.24 In contrast to the treatments related to hypotheses H1 and H2, beliefs do not vary exogenously 

                                                        
24 Beliefs about group peer’s self-protection decision were always elicited prior to a participant’s own choice. 
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and effects should not be interpreted as causal. In 78 percent (Philippines) and 53 percent (Germany) 

of the cases, the participants express positive beliefs and those might not be comparable with the rest. 

Nevertheless, the comparison may reveal who contributes to efficiency of Gprivate. 

The patterns we find are very similar between the Philippine and the German samples. First, 

when individuals exhibit positive beliefs (bar (a) in Figure 3), self-protection levels are considerably 

higher than with negative beliefs (bar (b) in Figure 3). Second, relative to the average under the low-

coverage individual contract Ilow, the self-protection probability for those with positive beliefs is sub-

stantially higher both in the Philippines (+19.9 percentage points, p = 0.000) and in Germany (+21 

percentage points, p = 0.0001). The effect is reversed if individuals exhibit negative beliefs. Here, the 

likelihood to provide self-protection effort clearly drops below those observed under the individual 

scheme Ilow and are more consistent with self-interested behavior. It hence seems that the efficiency 

improvements observed when testing H2 are driven by those individuals with positive beliefs, which 

is what we expected under H3. Differences in the distribution of beliefs across the two samples also 

seem to explain differences in the average performance of the group scheme across the samples. Our 

empirical findings match the theoretical considerations in Section II and the simulation results in Sec-

tion III, lending credibility to the interpretation that individuals are motivated by pro-social motives, 

which increase with positive beliefs about other group members.25 

C. Pro-social versus Strategic Motivation 

In our design of Gprivate we ensured that the individual self-protection effort is unobservable by 

other participants and we emphasized this fact in our instructions. Hence, motivation to provide effort 

under the group scheme should be driven only by pro-social preferences, not by strategic concerns 

such as fear of punishment.26 Our results so far suggest that pro-social motives lead to efficiency im-

provements and that those are stronger in the non-anonymous sample on the Philippines. Efficiency 

improvements, however, could be different when strategic motives are present. The literature on joint 

liability groups discusses such motives, particularly for credit markets (e.g., Giné and Karlan 2014). 

The main argument is that punishment within groups might be feasible because information asymme-

tries are less severe between groups of agents than between agent and principal. We therefore includ-

ed an additional treatment in our experiment where effort choices were revealed to group members 

(Gpublic). This introduces at least two strategic concerns. One is that group members can react on each 

other’s effort choice across the three rounds. This should hold both in the anonymous lab and in the 

                                                        
25 Since beliefs about group peer’s self-protection decisions are not exogenously varied we might be concerned with such beliefs con-

founding with general levels of altruism. Altruism might increase the probability to provide self-protection effort and at the same time relate 
to the likelihood of participants to exhibit positive beliefs. We elicited a psychometric measure representing altruism within the Big Five 
construct “Agreeableness” developed by Rammstedt and John (2007) in the Philippine sample and find no statistically significant correlation 
with beliefs. Similarly, in the German sample, we elicited contributions to charity in the last year as a measure of altruism (see DellaVigna, 
List, and Malmendier 2012 for a discussion on the relationship between charitable giving and altruism). Here we also find no statistically 
significant correlation with beliefs. These analyses are available from the authors upon request. 

26 While this argument holds in both samples, privacy was even more salient in the lab setting due to the anonymity of group mem-
bers.  
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non-anonymous field setting. The other concern is that non-anonymous participants in the Philippines 

might be motivated by image concerns when interacting with fellow villagers.   

 Figure 4 shows self-protection probabilities for Gprivate and Gpublic in our two samples. Again, re-

sults are presented separately for those with positive (a) and negative (b) beliefs. Overall means by 

treatment are presented between (a) and (b) bars. On average, we observe slightly higher self-

protection effort provision in the Philippines when self-protection decisions are observable (Gpublic) 

compared to the non-observable case Gprivate (p = 0.0429). There is no such difference in the German 

sample (p = 0.511). 
 

 
FIGURE 4. MEAN SELF-PROTECTION EFFORT BY SAMPLE, BELIEFS, AND OBSERVABILITY 

 
Notes: The bars represent the mean proportion of individuals choosing self-protection. We differentiate the group insurance treat-

ments into those subjects expecting their group peer to provide self-protection effort (a) and those not expecting this (b). The unconditioned 
results of Gprivate and Gpublic are positioned between the conditioned (a) and (b) results. Error bars indicate standard errors of the mean. 

 

The conditioned self-protection decisions reveal that self-protection for those with positive be-

liefs is very similar across treatments in both samples (p = 0.334 for the Philippines and p = 0.231 for 

the German sample). Those with negative beliefs exhibit differences only for the Philippine sample. 

Here, self-protection is 18.3 percentage points higher (p = 0.0597) when effort choices are revealed, 

suggesting that in particular those with low initial pro-social motivation behave strategically. Howev-

er, this interpretation might be flawed, as beliefs themselves can be influenced by the observability of 

decisions. We do not find a significant change in beliefs when implementing Gpublic, either in the Phil-

ippines (84 percent positive beliefs under Gpublic versus 78 percent under Gprivate, p = 0.186) or in the 

German sample (59 percent versus 53 percent, p = 0.244). Nevertheless, we restrict our main conclu-

sion to the observation that when introducing strategic concerns, further efficiency improvements can 

be observed in non-anonymous groups. 

D. Network Strength 

We discussed the role of pro-social and strategic motives within group schemes in our results 

above. However, the composition of groups might be an important factor for the strength of these 
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motives. Whether groups consist of random individuals or close friends might change the motivation 

to provide self-protection effort. In the Philippine sample, we therefore experimentally varied the 

composition of groups within the group insurance treatments. To achieve a meaningful variation in 

“network strength,” we exploit our invitation procedure which ensures that invited participants always 

appear in pairs (i.e., friends or relatives). Whenever we implemented a group insurance treatment we 

made sure that one half of the participants would be matched with their peer (strong group) and the 

other half with a random villager (weak group). We would expect both pro-social and strategic mo-

tives to become more pronounced in strong groups and for the efficiency of Gpublic and Gprivate to be 

larger in strong groups than in weak groups. 
 

 
FIGURE 5. MEAN SELF-PROTECTION EFFORT BY GROUP COMPOSITION 

 
Notes: The bars represent the mean proportion of individuals choosing self-protection. Error bars indicate standard errors of the 

mean. 
 

Figure 5 shows average self-protection probabilities in Gpublic and Gprivate by group composition. 

In both treatments, willingness to provide self-protection effort is not significantly different across 

group compositions (p = 0.536 under Gprivate, p = 0.496 in Gpublic). The effect of revealing self-

protection decisions (i.e., difference between Gprivate and Gpublic), however, appears to be more pro-

nounced in strong groups (p = 0.0331). This is consistent with the fact that beliefs are about 10 per-

centage points higher (p < 0.0285 for all comparisons) only for the strong groups under Gpublic. In fact, 

it is plausible that strategic effects, such as image concerns, play a stronger role for those who interact 

more frequently in real life. Overall, however, the differences between weak and strong groups are not 

large and efficiency of the group scheme in the Philippine setting does not seem to depend heavily on 

group composition. One explanation might be that even random individuals within small villages in 

the Philippines often know and interact with each other.  

E. Dynamic Effects 

So far, we pooled our analyses across rounds. We took potential correlation over time into ac-

count by clustering standard errors at the session (Philippines) and individual (Germany) level. Never-
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theless, pooling observations might mask differences in treatment effects over time that could occur, 

for example, through learning or—when revealing effort choice in the group scheme (Gpublic)—

through strategic interaction. We analyze the stability of treatment effects in Figure 6, which presents 

results separately for rounds four through six. Testing average self-protection by treatment for differ-

ences across rounds shows that none of them changes significantly. The size and direction of our main 

treatment effects also remain very robust (compare online Appendix Table E1 for regression coeffi-

cients).  

 
FIGURE 6. MEAN SELF-PROTECTION EFFORT BY ROUND 

 
Notes: The bars represent the mean proportion of individuals choosing self-protection. Error bars indicate standard errors of the 

mean. 
 

Moreover, we are interested in the impact of experience in previous rounds of the experiment on 

decisions. As subjects move through the experiment, they gather experience on the consequences of 

their choices that might render certain aspects more salient than others, thus evoking behavioral re-

sponses (see, e.g., Bordalo, Gennaioli, and Shleifer 2012). In Table 4, we derive estimates of previous 

rounds’ self-protection decisions, shock experience, and their interactions.27 The results are, again, 

very consistent between the Philippine and the German samples. The large and highly significant co-

efficient on cumulative self-protection decisions in prior rounds illustrates that there is a high auto-

correlation of decisions over time in both samples.  

In addition, the more losses a subject experienced in previous rounds, the higher the likelihood of 

providing self-protection effort in the current round. Experiencing one additional loss increases the 

likelihood to provide self-protection effort by 7.1 percentage points for the Philippine and 16.8 per-

centage points for the German sample. Interestingly, this holds only when shocks are experienced 

without prior self-protection. With prior self-protection the effect of loss experience is negative. This 

finding is in line with theoretical results by Briys and Schlesinger (1990). Having provided self-

protection effort before a loss makes the bad outcome even worse, despite reducing its probability. 

                                                        
27 These covariates all depend on self-protection decisions in the past and are thus endogenous to the treatment status. As self-

protection decisions are auto-correlated, these endogenous controls might bias the treatment effect estimates. However, our main point here 
is to illustrate the correlation of experience with current decisions, not to estimate treatment effects. 
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Experiencing this situation seems to make it more salient and hence reduces the willingness to provide 

self-protection effort compared with shock experience in the absence of self-protection. We also ob-

serve that the more often the self-protection option has been selected in the past, the more likely sub-

jects are to provide self-protection effort in the current round. This correlation of decisions across 

rounds is not surprising given that we expect certain risk-averse types to make consistent decisions. 
 

TABLE 4—PROBIT MODELS FOR SELF-PROTECTION AND EXPERIMENT HISTORY 
      

  Philippine sample  German sample 
Independent variables  (1)  (2) 
Cumulative  
self-protection decisions 

 0.161***  0.201*** 
 (0.00548)  (0.0146) 

Cumulative  
losses 

 0.0706***  0.168*** 
 (0.0123)  (0.0235) 

Cumulative losses  
under self-protection 

 -0.111***  -0.100*** 
 (0.0179)  (0.0335) 

Treatment dummies  Yes  Yes 
Controls  Yes  Yes 
Observationsa  2,973  2,076 
logLik  -1,120  -745 

Notes: Probit models are used with the dependent variable set to 1 if the subject chooses to provide self-protection effort. The results are 
provided in terms of marginal effects. Standard errors (reported in parentheses) are corrected for clustering at the session level for the Phil-
ippine sample and at the individual level for the German sample. This also controls for a possible correlation of self-protection decisions 
across rounds. Control variables are sex, age, whether the subject is responsible for household financial decision-making, annual income, 
numeracy, a risk-aversion measure resulting from Binswanger (1980) lottery choices, a questionnaire item score for ambiguity aversion, 
round dummies, and an indicator whether the village experienced Typhoon Haiyan before the experiment (Philippines only). 
*** Significant at the 1 percent level. 
  ** Significant at the 5 percent level. 
    * Significant at the 10 percent level. 
 

VI. Conclusions 

This paper shows that pro-social preferences within groups of agents can be exploited by a prin-

cipal to alleviate moral hazard. Typically, only the exposure to the principal’s risk motivates agents to 

provide effort that increases the likelihood of a favorable state of the world. This arrangement, how-

ever, is undesirable, especially for risk-averse agents. Our theoretical intuition illustrates that agents 

who care about the outcomes of their peers will internalize the effect of effort choices on these peers. 

This induces stronger incentives against moral hazard than individual risk exposure would suggest 

and potentially leads to improvements in the tradeoff between individual risk exposure and overall 

efficiency. 

Our results from two large independent behavioral experiments—one with rural villagers from 

the Philippines and one with university students from Germany—are remarkably consistent with this 

logic. We establish empirically that effort provision decreases when making payoffs of agents less 

state-dependent, which is in line with moral hazard. We then show that a joint liability group scheme 

achieves significantly higher levels of effort provision than its risk-exposure would suggest. In partic-

ular, those with positive beliefs about their group peer’s effort are more likely to provide effort them-

selves. This suggests that pro-social motives increase with positive beliefs about other group mem-

bers, which is consistent with reciprocal fairness concerns (Rabin 1993) or, as differences in peers’ 

effort generates inequity in outcomes, inequity aversion (Fehr and Schmidt 1999). Other explanations 
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such as preferences to conform to a social norm (Messick 1999; Schram and Charness 2015) are also 

in line with our observations.  

These findings are promising and—if externally valid—have implications for contract design in 

markets exposed to moral hazard. Our theory, however, implies that effort provision can be sustained 

only under high levels of pro-social motivation. In a similar vein, the empirical results suggest that 

trust in others’ effort provision plays a large role in one’s own behavior. It is hence straightforward to 

ask whether results would be robust to alternative group compositions with a different relationship 

structure. To some extent we answer this question by experimentally varying the group composition 

in the Philippine sample. In our case it does not make a large difference whether groups consist of 

close friends and relatives or random villagers. However, even random individuals within a small 

village might have a strong relationship and it would be naive to assume that this is representative for 

all possible scenarios. When moving the experiment from rural villages to a computer laboratory with 

anonymous students, the advantage of the group scheme—while still present—is already less pro-

nounced. There might be group settings where members are entirely self-interested or where social 

incentives even turn negative, for example out of envy or competitiveness. These considerations call 

for implementation in high trust settings with positive motivation of group members.  

A related point is that in our experiment groups consist of two individuals and it is not clear how 

the results would change with more members. Individual residual risk is reduced as group size in-

creases, such that incentives for effort provision of self-interested individuals should also decrease. 

Whether pro-social preferences can maintain high levels of effort under these circumstances is an 

open question, given that positive beliefs and pro-sociality might diffuse once groups become too 

large. The literature on public good experiments suggests that there is a negative group size effect on 

willingness to contribute; however, even very large groups seem capable of sustaining some positive 

contributions (see, for example, Isaac and Walker 1988; Weimann et al. 2012), so there are reasons to 

believe that joint liability can also work in groups with ! > 2.  

Although derived from an insurance experiment, our empirical findings relate to discussions in 

other areas. In particular, the literature on employment contracts (Itoh 2004; Bartling and Siemens 

2010; Englmaier and Wambach 2010; Nielson and Stowe 2010; Bartling 2011, 2012) has considered 

the implications of pro-social concerns between agents for contract design.28 This literature follows a 

logic similar to our paper. For example, Bartling (2011) suggests that optimal contracts should include 

team components if agents care for their relative payoffs. Our experiment contributes to the relevance 

of these theories, especially as we are not aware of any other work testing such joint liability schemes 

empirically. The literature on group credits (e.g., Karlan 2005; Karlan 2007; Al-Azzam, Hill, and 

Sarangi 2012; Bauer, Chytilová, and Morduch 2012; Giné and Karlan 2014) also discusses the effi-

                                                        
28 In contrast to our paper, this literature exclusively focusses on inequity aversion as a driver of social preferences. We also provide 

an intuition based on alternative concepts such as fairness concerns (Rabin 1993). 
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ciency of joint liability against moral hazard, but focusses on the role of strategic concerns.29 The 

argument is that better information or monitoring within groups allows agents to punish or reward 

each other much more easily than the principal could. In contrast to pro-social motivation, efficiency 

improvements based on strategic interaction are limited to situations where moral hazard is truly ob-

servable. On the other hand, including strategic interaction might strengthen incentives for effort pro-

vision and it is interesting to compare joint liability with and without strategic interaction. In an addi-

tional experimental treatment, we therefore reveal effort choices of agents within groups to trigger 

strategic motives. We find positive effects of making this information public particularly in the non-

anonymous sample of villagers from the Philippines. This is not surprising, as strategic motives 

should be less salient when agents are anonymous. Taken together, these results suggest that strategic 

interaction might further improve effort provision in group schemes. 

In this paper we consider a standard moral hazard problem: agents have little incentive to max-

imize the probability of a positive outcome for their employer, creditor, or insurer. This ex-ante type 

of moral hazard is not the only form of moral hazard, though. Insurance contracts are an example 

where also ex-post moral hazard plays a role. This means that agents have incentives to negatively 

affect the cost faced by the insurer after the state of the world is realized, for example, by reporting 

false claims or by using more expensive medical care. Even though individual incentives have been 

shown to work similarly in this context both theoretically (Petretto 1999) as well as empirically 

(Manning et al. 1987), the virtue of group contracts for ex-post moral hazard is an open question. 

Another challenge for successful implementation of group schemes might be high levels of indi-

vidualism, particularly in high-income countries (Gorodnichenko and Roland 2016), which are poten-

tially related to preferences for individual financial contracts. This is consistent with the fact that joint 

liability financial contracts are basically nonexistent in high-income countries. Innovative “peer-to-

peer” insurance schemes are a counterexample, but still have a low market share. The situation is 

different in developing countries. Social groups already assume strong roles in financial transactions 

(Fafchamps and Lund 2003) and community-based risk management is very common (Bhattamishra 

and Barrett 2010). This is a good basis for rolling out group insurance and credit products. Joint liabil-

ity can furthermore help to keep individual risk exposure low which is particularly important for low-

income households. To assess the potential of joint liability in practice, more evaluations of such 

schemes in different contexts are needed, especially as rigorous evidence remains scarce. 

The interpretation of our empirical results naturally rests on some assumptions, since randomiz-

ing all potentially interesting influencing factors is hardly possible. The two experiments analyzed in 

this paper exogenously varied several essential features, but there remain factors, such as pro-social 

preferences or beliefs, which are difficult or even impossible to manipulate randomly as they usually 

evolve endogenously and in a non-trivial way. This makes it very important to think about the inter-

                                                        
29 Giné and Karlan (2014) even exploit a large randomized controlled trial to test the incentive effect of joint liability in credit groups 

on repayment performance. 
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pretation of results theoretically in order to judge its plausibility and generalizability. We therefore 

provide a theoretical intuition, derive testable hypotheses, and link them to our empirical findings. 

The fact that we reproduce the main results across two independent and very different settings lends 

further credibility to our findings.  
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