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ABSTRACT 
Crowdsourcing represents a powerful approach for organizations to systematically col-
lect data from large networks of people. While research already made great strides in 
recent years to develop the technological foundations for processing large amounts of 
user-generated data, it remains mostly unclear how these new data sources and technol-
ogies affect decision making in organizations. The objectives of this dissertation are to 
(1) identify patterns of decision making that emerge in crowdsourcing, (2) understand 
how decision making in crowdsourcing can be improved with text mining and machine 
learning, and (3) capture the necessary design knowledge to develop decision support 
systems in crowdsourcing. To accomplish these objectives, the dissertation is organized 
in three research streams. The first research stream aims to describe common patterns 
of decision making in crowdsourcing. It is based on an exploratory interview study that 
seeks to offer a better understanding of how the structure of decision problems, the char-
acteristics of the available data, and the way in which such data can be generated in 
crowdsourcing affect decision making. The second research stream aims to examine 
how decision making in crowdsourcing can be improved with text mining and machine 
learning. Statistical analyses are used to better understand how crowds create valuable 
contributions for organizations and how decision makers can identify and process these 
contributions more efficiently and effectively. Finally, the third research stream follows 
a design science research approach. It is concerned with integrating the previous find-
ings and capturing design knowledge to develop decision support systems in 
crowdsourcing. Taken together, the dissertation provides a number of important theo-
retical contributions. First, it illustrates the limitations of traditional decision making 
models in data-driven environments, such as crowdsourcing, and describes four com-
mon patterns of decision making that emerge when decision makers have access to 
large-scale, user-generated data. Second, the dissertation provides the empirical foun-
dations to increase the efficiency and effectiveness of decision making in crowdsourcing 
by offering a better understanding of how crowds generate valuable contributions and 
how decision makers may process these contributions with text mining and machine 
learning technologies. Third, the dissertation provides prescriptive design knowledge in 
the form of design requirements and design principles for the development of decision 
support systems in crowdsourcing. For practitioners, the dissertation offers recommen-
dations on how to improve the efficiency and effectiveness of decision making in 
crowdsourcing, how to leverage text mining and machine learning technologies in this 
context, and how to instantiate the technologies.  
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ZUSAMMENFASSUNG 
Crowdsourcing beschreibt ein Ansatz, mit dem Organisationen systematisch nutzerge-
nerierte Daten von grossen Netzwerken an Personen sammeln können. Während in den 
vergangenen Jahren bereits die technologischen Voraussetzungen für die Analyse sol-
cher Daten geschaffen wurden, ist noch weitestgehend unklar, wie sich Entscheidungs-
prozesse in Unternehmen durch den Zugang zu diesen Daten verändern. Das Ziel der 
Dissertation ist es, (1) eine Charakterisierung der im Crowdsourcing entstehenden Ent-
scheidungsprozesse vorzunehmen, (2) ein besseres Verständnis dafür zu schaffen, wie 
diese Entscheidungsprozesse mithilfe von Text Mining und Machine Learning verbes-
sert werden können und (3) Gestaltungswissen für Entscheidungsunterstützungssysteme 
im Crowdsourcing zu entwickeln. Dazu ist die Dissertation in drei Teilen organisiert. 
Ziel des ersten Teils ist es, typische Muster von Entscheidungsprozessen im Crowdsour-
cing zu beschreiben. Es wird eine explorative Interviewstudie durchgeführt, um besser 
zu verstehen, wie die Struktur von Entscheidungsproblemen, die Eigenschaften der ver-
fügbaren Daten und die Art und Weise der Datengenerierung die Entscheidungsprozesse 
beeinflussen. Im zweiten Teil wird untersucht, wie Entscheidungsprozesse im Crowd-
sourcing durch Text Mining und Machine Learning verbessert werden können. Mithilfe 
von statistischen Analysen soll erklärt werden, wie Netzwerke von Personen wertvolle 
Beiträge für Unternehmen schaffen und wie diese Beiträge effizient und effektiv identi-
fiziert werden können. Der dritte Teil folgt abschliessend einem gestaltungsorientierten 
Forschungsansatz. Ziel ist es, Gestaltungswissen für die Entwicklung von Entschei-
dungsunterstützungssystemen im Crowdsourcing auszuarbeiten. Zusammengefasst bie-
tet die Dissertation damit eine Reihe von wichtigen theoretischen Beiträgen. Erstens 
zeigt die Dissertation die Grenzen der traditionellen Entscheidungstheorie in datenge-
triebenen Kontexten, wie beispielsweise im Crowdsourcing, auf und beschreibt vier 
Muster von Entscheidungsprozessen, die typischerweise auftreten. Zweitens bietet die 
Dissertation neue empirische Erkenntnisse, wie Netzwerke von Personen Wert für Un-
ternehmen generieren und wie infolge dieser Erkenntnisse die Effizienz und Effektivität 
von Entscheidungsprozessen durch Text Mining und Machine Learning verbessert wer-
den können. Drittens bietet die Dissertation präskriptives Gestaltungswissen in der Form 
von Gestaltungsanforderungen und -prinzipien, welche die Entwicklung von Entschei-
dungsunterstützungssystemen im Crowdsourcing leiten sollen. Für Praktiker enthält die 
Dissertation Empfehlungen, wie die Effizienz und Effektivität von Entscheidungspro-
zessen im Crowdsourcing gesteigert werden kann, wie Technologien im Bereich Text 
Mining und Machine Learning dabei eingesetzt werden können und wie deren Imple-
mentierung in der Praxis aussehen sollte. 
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1 INTRODUCTION 

1.1 Motivation 

In recent years, organizations have begun to systematically harness the collective 
knowledge and creativity of the “masses” (Zhao & Zhu, 2014). Driven by advances in 
the field of information and communication technologies (ICTs), organizations are now 
able to interact with large online crowds that may include their customers (e.g., 
Leimeister, Huber, Bretschneider, & Krcmar, 2009), their employees (e.g., Zuchowski, 
Posegga, Schlagwein, & Fischbach, 2016), or volunteers (e.g., Magnusson, 2009) to 
carry out value creation activities and solve organizational problems. Crowdsourcing is 
an umbrella term for approaches that aim to leverage the potential of such large networks 
of people (Geiger & Schader, 2014) and represents one of the most widespread illustra-
tions of modern “technology-mediated mass collaboration” (Love & Hirschheim, 2017, 
p. 315). The fundamental principle of crowdsourcing revolves around the use of an open 
call through which an organization outsources a predefined task to a potentially large 
and diverse network of individuals (Blohm, Leimeister, & Krcmar, 2013). Instead of 
relying on only few inputs from dedicated employees or contractors, crowdsourcing de-
liberately seeks to span organizational boundaries and gather user-generated inputs from 
vast pools of independent contributors to resolve a given task (Afuah & Tucci, 2012; 
Chiu, Liang, & Turban, 2014). This allows organizations to mobilize knowledge, crea-
tivity, or workforce distributed amongst a large and diverse panel of people (Schenk & 
Guittard, 2011). The approach has found widespread adoption in the industry by well-
renowned organizations such as Adobe, Best Buy, Dell, Google, Starbucks, or 
Salesforce (Huang, Singh, & Srinivasan, 2014). By 2015, up to 85 percent of the top 
100 brands have been reported to use crowdsourcing (Owyang, 2015). 

One of the major changes that crowdsourcing brings to organizations is the way in which 
organizations can generate and leverage data (Chiu et al., 2014). So far, organizations 
have primarily dealt with structured, enterprise-specific data that were retrieved through 
internal information systems (IS). Decisions were based upon data collected through 
systematic and purposeful processes that address specific information needs 
(Constantiou & Kallinikos, 2015). With crowdsourcing, organizations are now able to 
collect data from much larger and more diverse panels of contributors to uncover new 
behavioral trends (e.g., Brynjolfsson, Geva, & Reichman, 2015), design innovative 
products (e.g., Leimeister et al., 2009), or gain insights about user preferences (e.g., 
Blohm, Riedl, Füller, & Leimeister, 2016). With these new opportunities to source and 
evaluate user-generated data by crowds, three important issues emerge.  
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First, it is assumed that crowdsourcing will lead to changes in decision making (Chiu et 
al., 2014). Decision making describes the sequences of data-processing activities and 
evaluation patterns, by which focal actors in organizations (e.g., innovation managers) 
analyze data and choose courses of actions to solve a decision problem (e.g., decide 
what type of new product to develop). Given that crowdsourcing offers the opportunity 
to freely source and evaluate large amounts of user-generated data, many scholars ex-
pect a shift towards more open, data-driven decision making in crowdsourcing that 
draws upon actual information about people’s behavior, opinions, or choices rather than 
subjective intuition and experience of the decision maker (e.g., Abbasi, Sarker, & 
Chiang, 2016; Lycett, 2013; Sharma, Mithas, & Kankanhalli, 2014). Bonabeau (2009), 
in particular, predicts that the use of crowdsourced data will mark “a paradigm shift in 
the way companies make decisions” (p. 46). However, Abbasi et al. (2016) note that 
further research is needed to understand how organizations and individuals “actually 
make decisions” (p. xii) in such environments. It is crucial to understand “how people 
perceive problems, use information, and analyze data in developing solutions, ideas, and 
knowledge” (Marchand & Peppard, 2013, p. 109). The characteristics and patterns of 
decision making that emerge when decision makers have access to large amounts of 
crowdsourced data are still largely unclear (Abbasi et al., 2016; Sharma et al., 2014).  

Second, crowdsourcing requires new approaches to support decision makers in pro-
cessing and evaluating data. With crowdsourcing, organizations now face unstructured 
data coming from diverse and fragmented sources (Barbier, Zafarani, Gao, Fung, & Liu, 
2012). Decision makers in organizations are required to process much more data than 
beforehand and face larger and more diverse sets of options. As a result, processing and 
extracting relevant information from user-generated data are often described as the most 
time-consuming and cost-intensive activities in crowdsourcing (Blohm et al., 2013). 
Google, for example, required almost three years and 3’000 employees to analyze the 
150’000 ideas that were submitted to its Project 10100 (Blohm et al., 2013). To date, 
existing research has mainly focused on manual techniques for the evaluation of 
crowdsourced contributions, such as peer reviews, agreement filters, rating scales, or 
expert panels (Allahbakhsh et al., 2013). However, the growing quantity and complexity 
of information in crowdsourcing make it nearly impossible to process all data manually. 
In order to cope with large amounts of user-generated contributions in crowdsourcing, 
research and practice are increasingly aiming to use text mining and machine learning 
to support the evaluation. The ability of these algorithms to recognize patterns and ex-
tract useful information in a fast, scalable, and repeatable way is argued to be a key 
factor for the (semi-)automated analysis of crowdsourced data (Chen, Chaing, & Storey, 
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2012). However, Constantiou and Kallinikos (2015) emphasize that it is still unclear 
what processes of data reduction and aggregation are required to support decision mak-
ers in crowdsourcing and how unstructured data generated by crowds can be made rel-
evant for business purposes. Thus, there is need to gain a better understanding of how 
crowds create valuable contributions for organizations and how text mining and machine 
learning can be used to support decision makers in processing and identifying them. 

Third, with the availability of large amounts of unstructured data and new technologies 
to process these data, crowdsourcing makes it necessary to reconsider and investigate 
adequate IS designs in such contexts. Adequate IS designs are not only crucial for the 
acceptance and adoption of new decision support technologies (W. Wang & Benbasat, 
2005), they also affect how people are able to improve their decision making and make 
use of user-generated data (Sharma et al., 2014). In existing crowdsourcing research, 
studies have mostly focused on domain-specific instantiations of decision support tech-
nologies to demonstrate their technical capabilities (e.g., Barbier et al., 2012; Feng, 
Chen, Jones, Fang, & Xu, 2015; Hoornaert, Ballings, Malthouse, & Van den Poel, 2017; 
Nagar, De Boer, & Garcia, 2016; Walter & Back, 2013). They have focused less on 
design knowledge that guides the deployment and adoption of text mining and machine 
learning in decision support systems (Zhao & Zhu, 2014). Thus, while the technical 
development of text mining and machine learning algorithms to process unstructured 
data is already advanced, it is still unclear how decision support systems based on these 
algorithms should be designed when dealing with crowdsourced data (Abbasi et al., 
2016). Scholars have thus called for research to “contribute guidelines for design arti-
facts” that support decision making in these contexts (Abbasi et al., 2016, p. xvii). 

The dissertation aims to address these issues. The objectives of this dissertation are to 
(1) identify patterns of decision making that emerge in crowdsourcing, (2) understand 
how decision making in crowdsourcing can be improved with text mining and machine 
learning, and (3) capture the necessary design knowledge to develop decision support 
systems in crowdsourcing based on these technologies. 

1.2 Research Questions and Research Methods 

To accomplish these objectives, the dissertation follows three primary research streams 
with separate research questions and research methods. Each research stream consists 
of one or several studies with substantial standalone contributions. The first research 
stream uses a qualitative research approach to describe the patterns of decision making 
that emerge in crowdsourcing. It is based on an exploratory interview study that aims to 
explain how the structure of decision problems, the characteristics of the available data, 
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and the way in which such data can be generated in crowdsourcing affect decision mak-
ing. Building upon these findings, the second research stream aims to examine how to 
improve decision making in crowdsourcing. Three quantitative studies are conducted to 
better understand how crowds create valuable contributions for organizations and how 
decision makers can identify and process these contributions more efficiently and effec-
tively. Finally, the third research stream integrates the previous findings and aims to 
capture the necessary design knowledge on how to build decision support systems in 
crowdsourcing. For this purpose, a design science research study is conducted. The fol-
lowing paragraphs describe each research question and the methodological approach 
used in the studies in more detail. 

Research Question 1: What decision making patterns emerge in crowdsourcing? 

The first research question seeks to investigate the characteristics of decision making in 
crowdsourcing and identify patterns of decision making that emerge in crowdsourcing. 
Following the well-established phase theorem of decision making (cf. Boonstra, 2003; 
Mintzberg, Raisinghani, & Théorêt, 1976; Simon, 1960), decision making is viewed as 
a sequence of data-processing activities and evaluation patterns, by which focal actors 
process data (e.g., screen ideas), assess different options (e.g., evaluate their projected 
costs and earnings), and commit to a particular action (e.g., implement an idea). This 
perspective makes it possible to study how decision makers typically source, process, 
and use crowdsourced data to inform decisions and allows to examine how different 
types of decision problems and modes of acquiring information induce patterns. 

For this purpose, a qualitative research approach with semi-structured interviews is used. 
Qualitative research allows data to be collected in natural settings and ultimately offers 
rich and holistic insights through local groundedness (Miles, Huberman, & Saldaña, 
2014). It is especially well-suited to capture events, processes, or structures experienced 
by decision makers in an explorative way and thus represents an adequate way of ana-
lyzing the characteristics of decision making in crowdsourcing (Miles et al., 2014). For 
the analysis of the interviews, a multi-staged, inductive coding approach based on Gioia 
et al. (2013) in combination with a temporal bracketing strategy proposed by Langley 
(1999) is used. This makes it possible to reconstruct and analyze the sequences of data-
processing activities and evaluation patterns, by which decision makers typically gener-
ate and analyze user-generated data in crowdsourcing.  

Answering the first research question of the dissertation is intended to yield two major 
contributions. On the one hand, the results aim to offer a better understanding of differ-
ent types of decision making patterns that emerge in crowdsourcing. These patterns may 
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explain how the structure of decision problems, the characteristics of the available data, 
and the way in which such data can be generated in crowdsourcing affect decision mak-
ing. On the other hand, the results aim to contribute to a better understanding of how 
information systems may support decision making in crowdsourcing. In this way, they 
pave the way for the remainder of the dissertation to examine in more detail how deci-
sion makers can benefit from text mining and machine learning technologies. 

Research Question 2: How can decision making in crowdsourcing be improved with text 
mining and machine learning?  

The second research question aims to develop the empirical foundations to increase the 
efficiency and effectiveness of decision making in crowdsourcing. It intends to offer a 
better understanding of how crowds generate valuable contributions and how decision 
makers may process and identify these contributions with text mining and machine 
learning technologies. Three quantitative studies are conducted for this purpose. 

The first study focuses on improvements to the efficiency of decision making. It exam-
ines the potential of text mining and machine learning to automate repetitive data-pro-
cessing tasks for decision makers. The aim is to build a classifier capable of predicting 
the quality of crowdsourced contributions based on their textual characteristics to auto-
matically filter them and reduce the manual workload for decision makers. To achieve 
this objective, a two-pronged approach is chosen. First, a regression analysis is con-
ducted to identify the textual characteristics that are associated with contribution quality 
in crowdsourcing. Afterwards, these textual characteristics are used for predictive mod-
eling with machine learning algorithms. Hence, this study provides a set of variables 
and models to explain and predict contribution quality in crowdsourcing. These models 
and variables can be used to assess textual contributions with machine learning algo-
rithms and contribute to a partial automation of the evaluation process. 

The second study is concerned with the effectiveness of decision making. Existing re-
search shows that, when faced with a large number of contributions in crowdsourcing, 
decision makers often attend to only a subset of contributions due to their limited ability 
to process all available information (Piezunka & Dahlander, 2015). This ultimately ham-
pers their ability to make effective decisions as it becomes increasingly difficult to iden-
tify useful contributions in the vast pools of data generated by crowds. Thus, the second 
study investigates the potential of network analysis and text mining to support decision 
makers in tracking the origin of contributions, analyzing their content, and ultimately 
spotting the most useful ones. For this purpose, the study uses statistical approaches 
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from the fields of information retrieval, text mining, and network analysis in combina-
tion with logistic regression to identify distinctive characteristics of useful ideas. In this 
way, the study provides a set of variables that represent statistically significant predic-
tors for useful contributions. These predictors may be used to develop algorithms that 
assist the identification of useful contributions on crowdsourcing platforms with related 
business analytics or decision support systems and ultimately make the evaluation of 
crowdsourced contributions more effective. 

The third study extends these findings. It examines how collaboration in online crowds 
affects the manner in which individuals become creative and solve innovation problems. 
The study combines statistical approaches from the fields of network analysis and text 
mining to study 8 years of activity by a crowd who developed more than 200’000 ideas 
and comments to solve innovation problems for organizations. It this way, the study 
provides a more in-depth understanding of how crowds create valuable contributions for 
organization and how network analysis and text mining can be used to potentially sup-
port decision makers in processing and identifying these contributions. 

Research Question 3: What design principles should guide the development of intelli-
gent decision support systems in crowdsourcing?  

The third research question aims to conclude the dissertation. It is concerned with the 
development of design principles that prescribe how to build decision support systems 
based on text mining and machine learning technologies. Design principles are one of 
the most widely used vehicles to “convey design knowledge that contribute beyond in-
stantiations applicable in a limited use context” (Chandra, Seidel, & Gregor, 2015, p. 
4039). They capture abstract design knowledge and prescribe “what and how to build 
an artifact in order to achieve a predefined design goal” (Chandra et al., 2015, p. 4040).  

To develop these design principles, the study follows a design science research approach 
(Hevner, March, Park, & Ram, 2004). Design science research (DSR) represents a well-
established approach in information systems research that is concerned with the creation 
of artifacts that seek to extend the boundaries of human and organizational capabilities 
(Hevner et al., 2004). These artifacts may range from specific instantiations in the form 
of implemented software or algorithms to more theoretical contributions in the form of 
abstract design principles (Gregor & Jones, 2007). The study follows the standard DSR 
process proposed by Peffers et al. (2007) to develop the design principles. This process 
synthesizes the common phases of design science research proposed in existing litera-
ture (e.g., Hevner et al., 2004; Kuechler & Vaishnavi, 2008; Walls, Widmeyer, & El 
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Sawy, 1992). It consists of the six phases of specifying the problem, defining the objec-
tives of a solution, designing the solution, demonstrating the solution’s feasibility, eval-
uating the solution, and communicating the results (Peffers et al., 2007). As design sci-
ence research represents an inherently iterative and incremental approach (Hevner et al., 
2004) and aims to bridge theory and practice (Holmström, Ketokivi, & Hameri, 2009), 
three design-and-evaluate cycles with a cross-industry research consortium are con-
ducted (Österle & Otto, 2010). They aim to (1) define the design requirements, design 
principles, and design features for decision support systems in crowdsourcing, (2) de-
velop software prototypes for a formative evaluation, and (3) instantiate these prototypes 
in a decision support system for a summative evaluation in organizations.  

This study contributes to the dissertation in two ways. For researchers, it captures the 
design knowledge that has been gained in the design science research project. The de-
sign principles provide the theoretical foundation for developing decision support sys-
tems in crowdsourcing based on text mining and machine learning technologies. For 
practitioners, the study provides a set of design features for the actual implementation 
of these algorithms in crowdsourcing. Such decision support mechanisms may serve as 
additional value propositions for crowdsourcing platforms or as means to increase the 
efficiency and effectiveness of internal data processing and decision making. 

1.3 Structure of the Dissertation 

To address the research questions as defined in the previous section, the remainder of 
the dissertation is organized in twelve major chapters. Figure 1 (p. 9) provides an over-
view of the dissertation’s structure and the content of each chapter. 

Chapter 2 provides the theoretical background of the dissertation for all subsequent 
chapters. It reviews related work in the fields of search theory, crowdsourcing, decision 
making, and decision support. First, in section 2.1, search theory is introduced as a the-
oretical foundation for crowdsourcing. Based on this foundation, section 2.2 describes 
the concept of crowdsourcing and outlines the challenges associated with crowdsourced 
data. Afterwards, section 2.3 provides the theoretical background on decision making 
and describes the challenges of decision making in crowdsourcing. Finally, in section 
2.4, research on decision support and decision support systems is reviewed.  

Chapter 3 builds upon this theoretical background and addresses the first research ques-
tion of the dissertation. It examines patterns of decision making in crowdsourcing. The 
chapter presents the results of a qualitative interview study. The results explain how the 
structure of decision problems, the characteristics of the available data, and the way in 
which such data can be generated in crowdsourcing affect decision making.  
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Chapter 4 addresses the second research question of the dissertation. It focuses on im-
provements to the efficiency of decision making in crowdsourcing and examines the 
potential of text mining to automate repetitive data-processing tasks for decision makers. 
This chapter presents the results of a study using multiple regression analysis and pre-
dictive modeling with machine learning algorithms.  

Chapters 5 and 6 also address the second research question but focus on the effectiveness 
of decision making in crowdsourcing. The chapters are based on two studies. Chapter 5 
investigates the potential of network analysis and text mining to support decision makers 
in tracking the origin of contributions, analyzing their content, and spotting the most 
useful ones. Chapter 6 extends these findings and investigates the effects of collabora-
tion on an individual’s ability in crowds to create valuable contributions.  

Chapter 7 addresses the third research question of the dissertation. It investigates how 
to design decision support systems in crowdsourcing based on text mining and machine 
learning. The chapter reports the results of the DSR study that was conducted with a 
cross-industry research consortium. It describes design requirements, design principles 
and design features for the development of decision support systems in crowdsourcing.  

Chapter 8 integrates the results of the previous chapters and synthesizes the main find-
ings of the dissertation. The objective is to provide an overall discussion of the results. 
The findings of chapters 3 to 7 are discussed with regard to the three research gaps and 
research questions outlined previously in sections 1.1 and 1.2.  

Chapters 9 and 10 describe the theoretical and practical contributions of the dissertation. 
Chapter 9 outlines the implications of the findings for research on decision making, re-
search on crowdsourcing, and research on decision support systems. Chapter 10 illus-
trates the practical implications of the dissertation’s findings. It shows how the findings 
may be used to improve crowdsourcing processes, build text mining and machine learn-
ing models, and design decision support systems in crowdsourcing. 

Finally, chapters 11 and 12 conclude the dissertation. Chapter 11 acknowledges the lim-
itations of the dissertation and describes potential avenues for future research to extend 
the findings of the dissertation. The chapter provides an outlook and potential research 
agenda for studies that intend to delve deeper into decision making in crowdsourcing. 
Chapter 12 offers a concluding summary of the dissertation. 
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Figure 1: Structure of the Dissertation 
Source: Own Illustration 
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1.4 Overview of Publications 

Parts of this dissertation have been published in proceedings of peer-reviewed confer-
ences or are under review for publication. Table 1 provides the list of the papers that 
have been published or are currently under review for publication. Table 1 also indicates 
in which chapters the content of these papers has been used. 

No. Publication Chapter RQ 

1 Rhyn, M., & Blohm, I. (2019). Patterns of Data-Driven Decision-Mak-
ing: How Decision-Makers Leverage Crowdsourced Data. Under Re-
view: Proceedings of the 40th International Conference on Information 
Systems (ICIS). Munich, Germany: AIS. 

1, 2, 3, 
8, 9, 10, 
11 

RQ1 

2 Rhyn, M., & Blohm, I. (2017a). A Machine Learning Approach for Clas-
sifying Textual Data in Crowdsourcing. Proceedings of the 13th Interna-
tional Conference on Wirtschaftsinformatik (WI). St. Gallen, Switzer-
land: AIS. 

1, 2, 4, 
8, 9, 10, 
11 

RQ2 

3 Rhyn, M., Blohm, I., & Leimeister, J. M. (2017). Understanding the 
Emergence and Recombination of Distant Knowledge on Crowdsourcing 
Platforms. Proceedings of the 38th International Conference on Infor-
mation Systems (ICIS). Seoul, South Korea: AIS. 

1, 2, 5, 
6, 8, 9, 
10, 11 

RQ2 

4 Rhyn, M., & Blohm, I. (2017b). Combining Collective and Artificial In-
telligence: Towards a Design Theory for Decision Support in 
Crowdsourcing. Proceedings of the 25th European Conference on Infor-
mation Systems (ECIS). Guimarães: AIS. 

1, 2, 7, 
8, 9, 10, 
11 

RQ3 

5 Rhyn, M., Leicht, N., Blohm, I., & Leimeister, J. M. (2020). Opening the 
Black Box: How to Design Intelligent Decision Support Systems in 
Crowdsourcing. Under Review: Proceedings of the 15th International 
Conference on Wirtschaftsinformatik (WI). Potsdam, Germany: AIS. 

1, 2, 7, 
8, 9, 10, 
11 

RQ3 

Table 1: Overview of Publications 
Source: Own Illustration 
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2 THEORETICAL BACKGROUND AND RELATED WORK 
The following sections provide the theoretical background of the dissertation.1 They 
offer a review of related work on search theory (section 2.1), crowdsourcing (section 
2.2), decision making (section 2.3), and decision support (section 2.4). 

2.1 Search Theory 

In organizational theory (e.g., Dosi, 1982; Nelson & Winter, 1982), search refers to “the 
controlled and proactive process of attending to, examining, and evaluating new 
knowledge and information” in order to solve organizational problems or drive innova-
tion (Q. Li, Magiitti, Smith, Tesluk, & Katila, 2013, p. 893). Existing research generally 
distinguishes between two notions of search: local search and distant search (Katila & 
Ahuja, 2002; March, 1991). In local search, an organization relates to knowledge that is 
close to its existing knowledge base and addresses problems by building upon estab-
lished capabilities and routines (Stuart & Podolny, 1996). Research indicates that this is 
the predominant search strategy used by organizations (Martin & Mitchell, 1998; 
Tripsas & Gavetti, 2000). Local solutions are familiar and can be found at relatively low 
costs or communication efforts (Carlile, 2002; Helfat, 1994; Rosenkopf & Almeida, 
2003). This makes local search efficient and reliable for organizations. However, while 
local knowledge allows for exploitation and facilitates learning, it often suffers from 
bounded rationalities and lacks the required diversity for effective problem solving 
(Laursen, 2012; Rosenkopf & Nerkar, 2001; Rothaermel & Alexandre, 2009). 

In distant search, organizations move away from predefined routines and reach beyond 
their boundaries to access unfamiliar knowledge and incorporate new information 
(Katila & Ahuja, 2002). A large body of literature suggests that gaining access to distant 
knowledge greatly benefits organizations in adapting, diversifying, or reinventing them-
selves (Katila & Ahuja, 2002; Katila, Chen, & Piezunka, 2012). In this sense, distant 
knowledge has been found to inherit a particularly high potential for developing break-
through innovation (Fleming, 2001; Fleming & Sorenson, 2004). The search for distant 
knowledge can either span technological boundaries or organizational boundaries. 
Searching beyond organizational boundaries is argued to be especially impactful for ex-
ploration (Rosenkopf & Nerkar, 2001). There is a large body of literature suggesting 

 
1 Parts of this chapter have been published in proceedings of peer-reviewed conferences. Section 2.1 has been 
published in Rhyn et al. (2017). Section 2.2 contains parts published in Rhyn et al. (2017) and Rhyn and Blohm 
(2017a). Section 2.4 contains parts published in Rhyn and Blohm (2017b). The content has been reformatted, 
restructured, modified, and extended to provide a comprehensive theoretical background for this dissertation.  
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that the interaction with external sources of knowledge is essential to innovating or solv-
ing problems in organizations (Chesbrough, 2003; Powell, Koput, & Smith-Doerr, 1996; 
Von Hippel, 2005). 

However, Katila and Ahuja (2002) outline that search efforts not only vary with regard 
to their scope (i.e., local versus distant search) but also with regard to their depth. Dif-
ferences in depth of search can lead to varying degrees of familiarity with the acquired 
knowledge and, in turn, affect the organizations ability to generate new solutions from 
it (Katila & Ahuja, 2002). In this regard, much research emphasizes the role of 
knowledge recombination (e.g., Fleming, 2001; Fleming & Sorenson, 2004; Hargadon 
& Sutton, 1997). It is argued that, “by combining firm-specific accumulated understand-
ing of certain knowledge elements (depth) with new solutions (scope), firms are more 
likely to create new, unique combinations that can be commercialized” (Katila & Ahuja, 
2002, p. 1180; Winter, 1984). 

As outlined by Piezunka and Dahlander (2015), organizations may rely on different 
means to access distant knowledge and combine it with local knowledge, for example, 
by hiring employees (e.g., Rosenkopf & Nerkar, 2001), by acquiring new organizational 
units (e.g., Ahuja & Lampert, 2001), or by forming alliances (e.g., Stuart & Podolny, 
1996). In recent years, crowdsourcing has emerged as a powerful, IT-facilitated ap-
proach for organization to gain access to distant knowledge by broadcasting tasks or 
value creation activities to a large and diverse network of people (Afuah & Tucci, 2012). 

2.2 Crowdsourcing 

2.2.1 The Concept of Crowdsourcing 

The fundamental principle of crowdsourcing revolves around the use of an open call 
through which an organization engages an independent network of people and leverages 
their collective knowledge, creativity, or workforce to resolve a predefined problem or 
task (Blohm et al., 2013; Zhao & Zhu, 2014). While crowdsourcing can be seen as an 
innovative way of organizing work (e.g., Durward, Blohm, & Leimeister, 2016) or en-
gaging with potential customers (e.g., Schulten & Schaefer, 2015), it has gained partic-
ular interest in search theory as a potential solution to distant search in organizations 
(e.g., Afuah & Tucci, 2012; Piezunka & Dahlander, 2015). The approach specifically 
seeks to mobilize resources distributed amongst a large number of individuals (Schenk 
& Guittard, 2011). Compared to traditional search mechanisms that target only few ded-
icated employees or contractors, participation in crowdsourcing is generally non-dis-
criminatory (Zogaj, Bretschneider, & Leimeister, 2014) and facilitates the self-selection 
of potential contributors to a problem (Afuah & Tucci, 2012).  



13 

This is based on the tenet that individuals who are not bound to the current thinking in 
the field of a particular problem are capable of offering “perspectives and heuristics that 
are novel and thus useful for generating solutions to these problems” (Jeppesen & 
Lakhani, 2010, p. 1019). While it is more difficult for these individuals to assess the 
feasibility of a solution or an idea (Poetz & Schreier, 2012), existing research provides 
empirical evidence that individuals distant to a domain are able produce more original 
and radical ideas than experts in the field (Kristensson, Gustafsson, & Archer, 2004; 
Magnusson, 2009). Crowdsourcing allows organizations to gain access to such distant 
knowledge and collect a high number of diverse solutions from outside their boundaries 
in a very efficient and effective way (Afuah & Tucci, 2012; Chesbrough, 2003). 

2.2.2 Data Collection in Crowdsourcing 

Given the decentralized nature of crowdsourcing, the interaction between the organiza-
tions and their crowds generally unfolds on IT-based platforms (Blohm, Zogaj, 
Bretschneider, & Leimeister, 2018; Doan, Ramakrishnan, & Halevy, 2011). On the one 
hand, these platforms enable organizations to allocate tasks to a crowd and coordinate 
their activities. On the other hand, the platforms act as focal points for organizations to 
aggregate and retrieve contributions. In this way, the platforms represent the interface 
between the organizations seeking to broadcast a task and a large number of contributors 
willing to perform the task. In general, literature distinguishes between two types of 
approaches to crowdsourcing on these platforms: competition-based crowdsourcing and 
collaboration-based crowdsourcing (Blohm et al., 2013; Zhao & Zhu, 2014).  

Competition-based crowdsourcing seeks to efficiently match organizations facing a par-
ticular problem with individuals possessing the relevant knowledge for its resolution 
(Felin & Zenger, 2014). It is especially well suited for technical problems or design 
projects (Bourreau, Gensollen, & Moreau, 2012). However, as outlined by Majchrzak 
and Malhotra (2013), a problem with an approach to innovation that uses the crowd for 
the sole purpose of gathering isolated contributions “is the lack of collaborative dis-
course that leads to generative co-creation, a foundational requirement for innovation 
from diverse sources” (p. 263). Thus, while research on crowdsourcing initially focused 
on temporary ideas competitions, organizations are increasingly interested in issuing 
more long-term calls and using collaborative crowdsourcing platforms as an integral 
part of their search activity – both internally and externally (Schemmann, Herrmann, 
Chappin, & Heimeriks, 2016; Zuchowski et al., 2016).  

Collaborative crowdsourcing focuses on the recombination of knowledge and works 
best when members of the crowd can share information freely and accumulate or alter 
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ideas (Boudreau & Lakhani, 2013). In these collaborative settings with interactions un-
folding on the platform, crowds can be regarded as connected networks of people that 
form around a focal organization to jointly generate new ideas or solutions (Simula & 
Ahola, 2014). Such networks of people may provide organizations with “access to di-
verse, and otherwise hidden knowledge, while at the same time providing in some cir-
cumstances support for rich forms of knowledge exchange” (Felin & Zenger, 2014, p. 
922). In this way, platforms that foster interaction are especially powerful for sourcing 
new knowledge as they allow crowds to engage in a discourse and jointly develop alter-
natives, share ideas, or modify problem observations “to co-create solutions that would 
not have been suggested if only a single perspective had been represented” (Majchrzak 
& Malhotra, 2013, p. 263). A number of studies provide evidence that such co-created 
ideas in crowdsourcing are generally of higher quality than those autonomously submit-
ted by individuals (e.g., Blohm, Bretschneider, Leimeister, & Krcmar, 2010; Majchrzak 
& Malhotra, 2013). 

2.2.3 Characteristics of Crowdsourced Data 

Although there are many benefits to using a large online crowd to solve tasks, opening 
up the participation to a decentralized network of individuals makes it more difficult to 
control the content and format of the data (Lukyanenko, Parsons, & Wiersma, 2014). 
This is especially challenging for the broad range of crowdsourcing settings that are 
based on contributions submitted in an free text format, such as ideas on open innovation 
platforms (Leimeister et al., 2009) or user feedback in crowdsourced software testing 
(Zogaj et al., 2014). These textual contributions represent an unstructured data format 
and come with several problematic characteristics regarding both their contextual and 
their representational quality (cf. R. Y. Wang & Strong, 1996).  

First, there is no ground truth to contributions such as ideas, feedback, or reviews. 
Hence, for these types of textual contributions, it is inherently complex to assess and 
compare contextual characteristics such as the relevancy or the completeness of the in-
formation (Barbier et al., 2012; Blohm et al., 2016). Members of a crowd may have 
different perceptions of what is relevant or interesting for such a task and will typically 
cover a broad range of topics in their contributions (Lukyanenko et al., 2014). Some 
contributions may lack focus and specificity; others may even include contradictory or 
false information (Blohm et al., 2013).  

Second, the representation of information in textual contributions is generally of high 
variance and diversity (Barbier et al., 2012). Depending on their background and their 
degree of expertise, members of a crowd may express themselves in very distinct ways, 
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using different expressions for similar issues or similar expressions for different issues 
(Blohm et al., 2013). Hence, not only is there a wide range of potential topics that could 
be covered in crowdsourced contributions, but also a wide range of potential descrip-
tions and terms for these topics. This is aggravated by the fact that textual data generated 
by a crowd typically entail a high amount of noise due to spelling mistakes, grammatical 
errors, excessive punctuation, or informal writing styles (Barbier et al., 2012).  

2.2.4 Evaluation of Crowdsourced Data 

Given the previously described characteristics of textual data in crowdsourcing, it is 
often difficult to use traditional approaches to quality control (Allahbakhsh et al., 2013). 
For example, it is not possible to employ gold standard data as there is typically no 
ground truth to which the contributions can be compared. Hence, companies have to rely 
mostly on a manual assessment of the contributions. That is, someone has to read the 
contributions, evaluate the quality of the content, compare it to the requirements of the 
task, and either accept or dismiss the input for further consideration by the company 
(Zogaj et al., 2014). Expert panels that review and select relevant inputs represent one 
of the most reliable yet impractical means for this step (Blohm et al., 2016). The volume 
of textual data and the rate at which they are created in crowdsourcing often exceed their 
information processing capacities (Blohm et al., 2013). Other approaches rely on the 
crowd itself for the evaluation of the contributions. However, multiple studies have 
shown that the design of ratings scales is highly challenging and can fail to produce 
reliable results (Riedl, Blohm, Leimeister, & Krcmar, 2013). For example, rating scales 
have been found to frequently face the problems of bimodal distributions or self-selec-
tion bias (Ghose, Ipeirotis, & Li, 2012).  

In consequence, a number of studies have experimented with text mining and machine 
learning algorithms to support the evaluation of textual data in crowdsourcing. Walter 
and Back (2013) use text mining algorithms to cluster ideas submitted to innovation 
jams in an attempt to provide decision support for expert panels reviewing the contribu-
tions. Similarly in the domain of crowdsourced software testing, existing research has 
used text mining approaches to automatically cluster bug reports and prioritize them for 
the developers (Feng et al., 2015). In the humanitarian aid sector, Rogstadius et al. 
(2013) and Barbier et al. (2012) outline the use of text mining algorithms for clustering 
crowdsourced incident reports and extracting named entities (e.g., locations or names) 
in order to make the coordination of appropriate responses more efficient.  
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2.3 Decision Making 

The dissertation follows a large stream of related IS literature that views crowdsourcing 
as a sourcing approach for information (i.e., an “information market”; Bonabeau, 2009), 
which allows decision makers in organizations to improve their decision making through 
a form of collective intelligence (e.g., Bonabeau, 2009; Chiu et al., 2014; Geiger & 
Schader, 2014). Traditional sourcing approaches intend to generate or acquire infor-
mation based on specialized actors, such as dedicated employees (e.g., Rosenkopf & 
Nerkar, 2001), intraorganizational units (e.g., Ahuja & Lampert, 2001), or interorgani-
zational partners (e.g., Stuart & Podolny, 1996), to address very specific information 
needs (cf. Piezunka & Dahlander, 2015). Information is typically delivered and retrieved 
through standardized and systematic processes in order to reduce complexity in decision 
making (Constantiou & Kallinikos, 2015). By opening the generation of information to 
large networks of people, crowdsourcing fundamentally differs from these approaches.  

Crowdsourcing seeks to deliberately increase the volume and diversity of the acquired 
information by gathering and processing data from large networks of individuals (Blohm 
et al., 2013). Such data may take the form of user-generated content (e.g., ideas, feed-
back) or automatically tracked data (e.g., click paths, session lengths). Information 
gained through crowdsourced data can either unfold its value for organizations in a non-
emergent or an emergent way (Geiger & Schader, 2014). Value is non-emergent when 
it can be retrieved directly from individual contributions provided by the crowd. This is 
the case, for example, for ideas generated during innovation contests (e.g., Leimeister 
et al., 2009) or feedback in crowdsourced software testing (e.g., Leicht, Blohm, & 
Leimeister, 2017). Value is emergent, on the other hand, when it can be derived only 
indirectly from a collection of contributions that need to be transformed or aggregated. 
This is the case, for example, for crowdsourced votes (e.g., Blohm et al., 2016) or be-
havioral data to model user preferences (e.g., Brynjolfsson et al., 2015).  

According to related research (e.g., Bonabeau, 2009; Chiu et al., 2014), crowdsourced 
contributions can potentially support all phases of decision making, ranging from an 
initial gathering or sharing of data for the identification of new opportunities or prob-
lems (e.g., mining behavioral data from crowds to uncover trends; Brynjolfsson et al., 
2015), to the ideation and conceptualization of innovative products (e.g., designing a 
new product; Poetz & Schreier, 2012), to the final evaluation of alternatives (e.g., voting 
for the realization of a particular product design; Blohm et al., 2016). Bonabeau (2009) 
notes that, with crowdsourcing, “we now have access to more data — sometimes much 
more data — about customers, employees and other stakeholders so that, in principle, 
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we can gain a more accurate and intimate understanding of our environment. But that’s 
not enough; decisions still need to be made” (p. 45). 

2.3.1 The Phase Theorem of Decision Making 

Literature on decision making has an extensive background that can be broadly classi-
fied into three major streams: research on individual decision making (e.g., Simon, 
1960; Todd & Benbasat, 1999), research on group decision making (e.g., Bettenhausen 
& Murnighan, 1985; De Dreu & West, 2001), and research on organizational decision 
making (e.g., Cyert & March, 1963; Maitlis & Ozcelik, 2004). This dissertation focuses 
on individual decision making and follows the first stream of research.  

On an individual level, the most widely used conceptualization of decision making is 
the phase theorem of decision making (Arnott & Pervan, 2014). It describes decision 
making as a process that comprises three distinct phases: (1) a processing of informa-
tional cues, (2) an assessment of possible courses of actions, and (3) a commitment to 
action (March, 1994; Mintzberg et al., 1976; Simon, 1960). Simon (1960) refers to these 
phases as the “intelligence”, the “design”, and the “choice” phase. Mintzberg et al. 
(1976) termed them the “identification”, the “development”, and the “selection” phase. 
In crowdsourcing, such processes may involve an initial screening of user-generated 
ideas, an evaluation of their projected costs and market potential, and a final choice of 
implementation (Chiu et al., 2014). While early literature suggested a sequential rela-
tionship between these phases, recent studies provide a more fine-grained perspective 
on decision making and show that decision making processes often comprise multiple 
data-processing and evaluation sequences that can occur iteratively and recursively 
(Boonstra, 2003; Frisk, Lindgren, & Mathiassen, 2014; Mintzberg et al., 1976). 
Boonstra (2003), in particular, provides evidence that decision making is not always 
predetermined, linear, and explicit but rather exhibits different path configurations or 
“patterns” that can be explored.  

2.3.2 Patterns of Decision Making 

Decision making patterns are argued to be determined by an interplay between the struc-
ture of the decision problem and the mode of acquiring information to address the prob-
lem (Payne, Bettman, & Johnson, 1993; Simon, 1990). 

The first important determinant for differences in decision making processes is the struc-
ture of the underlying decision problem. Decision problems are argued to exist on a 
continuum from structured to unstructured (Gorry & Scott Morton, 1971; Shim et al., 
2002; Simon, 1960). Decision problems are structured to the extent that they are repeti-
tive and routine so that a definite procedure has been worked out for handling them. 



18 

Decision problems are unstructured to the extent that they are non-trivial and novel so 
that no specific or predefined procedure has been worked out for handling them (Simon, 
1960). Gorry and Scott Morton (1971) note that, in structured cases, much of the deci-
sion making process can be automated, whereas unstructured cases require adaptive 
judgement and problem-oriented action by the decision maker. However, studies show 
that even for unstructured problems, it is possible to observe patterns in decision mak-
ing. Mintzberg et al. (1976) emphasize that “although the processes used are not prede-
termined and explicit, there is strong evidence that a basic logic or structure underlies 
what the decision maker does and that this structure can be described by systematic 
study of his behavior” (p. 247). 

The second important determinant for differences in decision making is the mode of 
acquiring information. Information helps decision makers “establish options and select 
adequate courses of actions” (Vandenbosch & Huff, 1997, p. 82). The modes of acquir-
ing information cover a broad spectrum, ranging from general and unintentional to spe-
cific and goal-oriented (Aguilar, 1967; Huber, 1991). The former describes “the behav-
ior people exhibit when they browse through information without a particular problem 
to solve or question to answer”, whereas the latter describes behavior people exhibit 
when they “are looking for something specific” and search particular information 
(Vandenbosch & Huff, 1997, p. 83). However, there are different perspectives with re-
gard to how access to information and the mode of acquiring it affect decision outcomes. 
Some scholars (e.g., Anderson, 1983) follow a rational model of choice and argue that 
decision makers enter decision situations with known objectives that allow them to make 
optimal choices when given appropriate information sources. Others see decision mak-
ers constrained by cognitive limitations (Todd & Benbasat, 1999) and bounded ration-
alities (Simon, 1979) that impede optimal choices.  

2.3.3 Challenges in Crowdsourcing 

In crowdsourcing, contributions and data are often collected through IT platforms 
(Blohm et al., 2018; Doan et al., 2011). These information systems act as an interface 
between the crowd and the organization and facilitate the sourcing and aggregating of 
data at a focal point (Geiger & Schader, 2014). Individuals working at this interface 
(e.g., product owners, test managers) take an important boundary-spanning role as deci-
sion makers for the organizations (Tushman, 1977; Tushman & Katz, 1980). They are 
responsible for processing and interpreting the data to extract or select relevant infor-
mation for the organization (Geiger & Schader, 2014; Schenk & Guittard, 2011). How-
ever, as emphasized by Sharma et al. (2014), information and insights for organizations 
do not emerge automatically out of raw data. They rather emerge out of active decision 



19 

making processes by individuals working with crowdsourced data. Thus, much research 
in recent years has started to examine how such new opportunities to source or prospect 
data may affect decision making processes (e.g., Bonabeau, 2009; Chiu et al., 2014). 
Scholars have thus begun to question how the phase theorem of decision making trans-
lates to data-driven environments, such as crowdsourcing, and what patterns might 
emerge in this context (e.g., Abbasi et al., 2016; Constantiou & Kallinikos, 2015; 
Sharma et al., 2014). On the one hand, decision problems have drastically changed with 
regard to their structuredness, as both problem and solution spaces for decision makers 
have risen in quantity and complexity (Barbier et al., 2012). On the other hand, these 
developments have also paved the way for much more diverse and thorough modes of 
acquiring information. Decisions can now be informed much more thoroughly by actual 
data and insights rather than subjective judgement or intuition. 

2.4 Decision Support 

Decision support is the area of IS research that is concerned with supporting and im-
proving decision making in organizations (Arnott & Pervan, 2014). The use of infor-
mation technology in the form of decision support systems (DSS) is considered essential 
for this endeavor. On the one hand, DSS have evolved from theoretical studies offering 
insights on decision making processes (e.g., Mintzberg et al., 1976; Simon, 1960; Todd 
& Benbasat, 1999). On the other hand, the development of the DSS concept was influ-
enced by technical work (e.g., Ariav & Ginzberg, 1985; Gerrity, 1971; Sprague, 1980) 
which provided the necessary frameworks and technologies to build and understand sys-
tems capable of supporting decision making processes (Shim et al., 2002). Today, there 
is an array of distinct types of DSS, which differ with regard to their dominant technol-
ogy components or drivers of decision support. They include data-driven DSS, model-
driven DSS, knowledge-driven DSS, document-driven DSS, and communication-driven 
DSS (Power, 2008). They may support individuals or groups in organizations (Arnott & 
Pervan, 2014). This dissertation focuses on personal DSS. 

2.4.1 Decision Support Systems  

As outlined previously, decision making is generally defined as a process comprising 
three distinct phases: (1) a processing of informational cues, (2) an assessment of possi-
ble courses of actions, and (3) a commitment to action (Simon, 1960). In crowdsourcing, 
such processes may involve an initial screening of user-generated ideas, an evaluation 
of their projected costs and market potential, and a final choice of implementation (Chiu 
et al., 2014). However, extant research suggests that cognitive limitations (Todd & 
Benbasat, 1999) and bounded rationalities (Simon, 1979) constrain decision makers in 
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their assessment of information during such processes. With increasing information load 
(Eppler & Mengis, 2004), it becomes more difficult for decision makers to identify rel-
evant information (Jacoby, 1977) or to recall prior information and set priorities (Schick, 
Gordon, & Haka, 1990). Studies also show that their search strategies through data sets 
become limited and less systematic (Cook, 1993; Swain & Haka, 2000).  

Personal decision support systems (DSS) are designed to expand human information-
processing capabilities and improve their decision making in such settings of high in-
formation load (Todd & Benbasat, 1999). A classic DSS design includes components 
for “(1) sophisticated database management capabilities with access to internal and ex-
ternal data, information, and knowledge, (2) powerful modeling functions accessed by 
a model management system, and (3) powerful, yet simple user interface designs that 
enable interactive queries, reporting, and graphing functions” (Shim et al., 2002, pp. 
111–112). These three major subsystems represent the basic foundations which a DSS 
generally comprises (Sprague, 1980). Traditionally, research has focused on achieving 
two objectives with these DSS: increasing the efficiency and the effectiveness in deci-
sion making (Shim et al., 2002; Todd & Benbasat, 1999; W. Wang & Benbasat, 2009). 
That is, a DSS should support a decision maker in making higher-quality decisions with 
less effort. These objectives can be achieved by either automating resource-intensive 
and standardizable information processing tasks or by defining and ordering the neces-
sary activities for decision making, i.e., structuring the process and providing decisional 
guidance (Häubl & Trifts, 2000; Silver, 1991). Decisional guidance in DSSs can take a 
purely informative form that includes pertinent information but no recommendations or 
a suggestive form with clear recommendations for the decision maker (Silver, 1991). 
Furthermore, it is possible to distinguish between predefined guidance where the de-
signer of a DSS prepares the recommendations, dynamic guidance with adaptive mech-
anisms that let the system learn as it is used, and participative guidance where the deci-
sion maker defines the preferences (Parikh, Fazlollahi, & Verma, 2001; Silver, 1991). 
Inherently, when decision makers use a DSS, their decision making process is restricted 
to the processes or strategies supported by the DSS (Silver, 1988; W. Wang & Benbasat, 
2009). Well-designed DSS have been found to help decision makers in analyzing prob-
lems in greater depth and, ultimately, making effective decisions in a more efficient 
fashion (Häubl & Trifts, 2000; Hoch & Schkade, 1996). By integrating information sys-
tems and decision making processes, organizations have experienced substantial im-
provements in performance over the past decades (Arnott & Pervan, 2012). 
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2.4.2 Text Mining and Machine Learning  

While traditional DSS have mostly focused on structured data, DSS research has re-
cently witnessed a “move toward dealing with massive collections of relatively unstruc-
tured data such as audio, video, clickstream, and text“ (Holsapple, Lee-Post, & Pakath, 
2014, p. 131). Thus, text mining and machine learning are gaining in importance for 
decision support. DSS based on text mining and machine learning technologies are often 
referred to as intelligent DSS (Arnott & Pervan, 2014).  

Text mining denotes the process of extracting useful information from unstructured, 
textual data through the exploration of meaningful patterns (Feldman & Sanger, 2007). 
These patterns are extracted by combining algorithms and methods from the fields of 
natural language processing, statistics, and machine learning (Tan, 1999). The standard 
procedure for text mining consists of two basic steps. First, the unstructured, user-gen-
erated text has to be preprocessed into a format that is compatible for machines (e.g., 
through tokenization and stemming). Afterwards, complementary machine learning 
techniques provide the means to structure the data, recognize patterns, or extract useful 
information. A number of supervised and unsupervised approaches are available for this 
task. Supervised approaches (e.g., classification; see Sebastiani, 2002) provide the 
means to assign contributions to predefined classes while unsupervised approaches (e.g., 
clustering; see Jain, 2010) are capable of automatically finding relationships and struc-
tures in large sets of contributions without predefined classes.  

A number of studies have already demonstrated the potential of text mining and machine 
learning algorithms for decision support in crowdsourcing. Walter and Back (2013) used 
text mining in combination with clustering algorithms to support decision makers in 
selecting novel ideas from more than 40’000 contributions. Similarly, Nagar et al. 
(2016) developed and tested models based on a large citizen-science platform to predict 
expert decisions about the submissions to accelerate the review process and reduce man-
ual efforts. Feng et al. (2015) applied clustering algorithms in crowdsourced software 
testing to support developers in prioritizing test reports during defect management. 
Barbier et al. (2012) employed text mining to automatically extract named entities (e.g., 
locations) from crowdsourced incident reports to assist organizations in distributing re-
lief supplies during natural disasters. While such instantiations demonstrate the tech-
nical capabilities of text mining and machine learning algorithms in crowdsourcing, 
there is a lack of prescriptive design knowledge to guide researchers and practitioners 
in systematically implementing them for decision support on crowdsourcing platforms.  
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3 DECISION MAKING IN CROWDSOURCING 
This chapter addresses the first research question of the dissertation and is concerned 
with understanding decision making in crowdsourcing. The chapter presents the results 
of an explanatory interview study2 that investigated the patterns of decision making that 
emerge in crowdsourcing. This forms the foundation for all subsequent sections of the 
dissertation that delve deeper into potential mechanisms to support decision making in 
crowdsourcing (cf. chapters 4–6). In this chapter, section 3.1 first explains the motiva-
tion and objectives of the interview study in more detail. Afterwards, section 3.2 outlines 
the methodology of the study and provides a detailed description of the data collection 
and analysis. Third, section 3.3 reveals the results of the study and discuss their impli-
cations for both theory and practice. Finally, sections 3.4 and 3.5 conclude the chapter 
by acknowledging the study’s limitations and offering an outlook for future research. 

3.1 The Need to Study Decision Making in Crowdsourcing 

Over the past years, much attention has been paid in both research and practice to the 
value that organizations could create through crowdsourced data (Abbasi et al., 2016; 
Barbier et al., 2012; Chen et al., 2012; Sharma et al., 2014). So far, decision makers in 
organizations mostly worked with enterprise-specific data collected through standard-
ized and purposeful processes that address specific information needs (Constantiou & 
Kallinikos, 2015). Recently, with increased capabilities to collect large-scale, crowd-
sourced data, they have gained access to much more diverse and extensive data sources 
that allow them to uncover new behavioral trends (e.g., Brynjolfsson et al., 2015), derive 
insights about latent user preferences (e.g., Blohm et al., 2016), or design innovative 
products (e.g., Poetz & Schreier, 2012). Literature suggests that these developments en-
able a shift towards more open, “data-driven” decision making in organizations that 
draws upon actual information about people’s elicited or observable behavior, opinions, 
and choices (Abbasi et al., 2016; Sharma et al., 2014). Bonabeau (2009), in particular, 
predicts that the use of crowdsourced data will mark “a paradigm shift in the way com-
panies make decisions” (p. 46). Indeed, large companies are already beginning to em-
brace this shift. Microsoft, for example, used crowdsourced data from more than 48’000 
Skype users in combination with EI Analytics, an analytics dashboard, to support deci-
sions about investments in network and server infrastructure, emphasizing that such data 

 
2 Sections 3.1 to 3.5 of this chapter provide new data and insights on patterns of decision making in crowdsourcing 
for the dissertation. A modified version of the content is under review in: Rhyn, M. & Blohm, I. (2019). Patterns 
of Data-Driven Decision-Making: How Decision-Makers Leverage Crowdsourced Data. Proceedings of the 40th 
International Conference on Information Systems (ICIS), 1-16. Munich, Germany: AIS. 
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and tools have “a positive impact on the development process and decision making” 
(Musson et al., 2013, p. 43).  

While research already made great strides in recent years to develop the technical foun-
dations for processing large-scale data from crowds (Chen et al., 2012), decision making 
in organizations that builds upon these novel capabilities to source and analyze data on 
people’s actual behavior, opinions, or choices is not well understood (Sharma et al., 
2014). Decision making describes the sequences of data-processing activities and eval-
uation patterns, by which focal actors analyze data and choose courses of actions to 
solve an organizational problem (e.g., develop a new product based on ideas or behav-
ioral data from a crowd). Marchand and Pepper (2013) note that scholars and practition-
ers have focused too much on technical facets of user-generated data and related analyt-
ics technologies and not enough on the people who work with them. They emphasize 
that it is crucial to understand “how people perceive problems, use information, and 
analyze data in developing solutions, ideas, and knowledge” (Marchand & Peppard, 
2013, p. 109). Especially for analytics technologies, the logic behind many investments 
in them is that “giving managers more high-quality information more rapidly will im-
prove their decisions and help them solve problems and gain valuable insights” 
(Marchand & Peppard, 2013, p. 106). However, much research suggests that invest-
ments in new technologies and approaches, such as crowdsourcing, provide little value 
per se if they are not well integrated with decision making processes in organizations 
(Brynjolfsson & Hitt, 1998; Willcocks & Lester, 1999). Thus, it is crucial to gain a better 
understanding of the structure and patterns of decision making that emerge when deci-
sion makers have access to large amounts of crowdsourced data (Abbasi et al., 2016). 
This would make it possible to better understand what decision making patterns may 
occur in different types of decision situations and how information systems can be 
adapted to provide decision support. 

To address this gap, the objective of this study is to analyze and systematize decision 
making patterns in crowdsourcing. We answer the following research question: What 
decision making patterns emerge when decision makers have access to large-scale, 
crowdsourced data? Taking a process perspective (cf. Boonstra, 2003; Mintzberg et al., 
1976; Simon, 1960), we examine decision making in crowdsourcing as a sequence of 
data-processing activities and evaluation patterns, by which focal actors process 
crowdsourced data and choose courses of actions to solve an organizational problem. 
To study the characteristics of such decision making processes and identify patterns, we 
conducted interviews with decision makers from 10 multinational corporations that reg-
ularly work with crowdsourced data. We use a multi-staged coding approach based on 
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Gioia et al. (2013) in combination with a temporal bracketing strategy (Langley, 1999) 
to conceptualize their decision making processes and identify decision making patterns.  

With this study, we contribute to both research on crowdsourcing and research on deci-
sion making. For research on crowdsourcing, we outline the structure of decision mak-
ing processes that emerge when decision makers have access to large amounts of 
crowdsourced data. We extend existing literature in this field, which has already focused 
on the technical foundations for processing and analyzing crowdsourced data (e.g., 
Barbier et al., 2012; Chen et al., 2012), by providing a better understanding on how 
decision makers leverage such data and derive decisions based on newly gained insights. 
More importantly, however, we show that decision making processes in crowdsourcing 
do not always represent a predetermined sequence of phases but that they rather follow 
four distinct patterns. For research on decision making, we answer the calls from various 
scholars to examine how decision making processes may change in data-driven envi-
ronments (e.g., Abbasi et al., 2016; Sharma et al., 2014). Our findings from crowdsourc-
ing show potential limitations of the traditional phase theorem of decision making in 
data-driven environments. We provide an integrated perspective on how the structure of 
the decision problems (Shim et al., 2002; Simon, 1960) and modes of acquiring infor-
mation (Aguilar, 1967; Huber, 1991; Vandenbosch & Huff, 1997) evoke and affect pat-
terns instead of a uniform, sequential process. Finally, for practice, the patterns identi-
fied in this study may help to better design information systems that provide decision 
support around crowdsourced data. We show that there is no “one-size-fits-all”-solution 
to information systems design and discuss how decision support mechanisms need to be 
adapted to different patterns in decision making. 

3.2 Interview Study 

The objective of our study is to analyze and systematize decision making patterns in 
crowdsourcing. We view decision making patterns as processes consisting of data-pro-
cessing and evaluation phases, by which focal actors choose adequate courses of actions 
to solve an organizational problem. We aim to examine how the structure of the decision 
problem and the mode of acquiring and processing information evoke different patterns 
of decision making. To achieve this objective, we use a qualitative research approach 
with semi-structured interviews for our study. We follow Mintzberg et al. (1976) and 
aim at “eliciting the verbalizations of decision makers' thought processes”, which can 
then be “analyzed to develop simulations of their decision processes” (p. 247). A quali-
tative research approach allows data to be collected in natural settings and ultimately 
offers rich and holistic insights through local groundedness (Miles et al., 2014). It is 
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especially well-suited to capture events, processes, or structures experienced by decision 
makers and thus represents an adequate way of analyzing the characteristics and patterns 
of their decision making (Miles et al., 2014). We conducted semi-structured interviews 
with 16 decision makers across 10 organizations that regularly engage in crowdsourcing. 
For the analysis of the interviews, we employed a multi-staged, inductive coding ap-
proach based on Gioia et al. (2013) and a temporal bracketing strategy proposed by 
Langley (1999).  

3.2.1 Data Collection 

For the purpose of this study, we use semi-structured interviews as our primary source 
of data (Myers & Newman, 2007). With this type of interview, it is possible to gain 
insights from a sample of decision makers who frequently engage in crowdsourcing and 
study their decision making processes in detail. The semi-structured format of the inter-
views ensures that we collect comparable information from all decision makers but still 
allows us to engage in further enquiries as the discussion unfolds.  

For the selection of the interview partners, we followed a purposive sampling strategy, 
which is the most commonly used form of non-probabilistic sampling (Guest, Bunce, & 
Johnson, 2006). “Purposive sampling strategies are non-random ways of ensuring that 
particular categories of cases within a sampling universe are represented in the final 
sample of a project” (Robinson, 2014, p. 32). In our study, we aimed to ensure that both 
structured and unstructured decision problems in crowdsourcing are represented, as re-
lated literature suggests that the structure of the decision problem greatly affects deci-
sion making processes (Payne et al., 1993). To cover structured decision problems, we 
interviewed decisions makers that use crowdsourced data in technical contexts with 
well-defined evaluation criteria and decisions (e.g., verifying and accepting defects in 
software testing). To cover unstructured decision problems, we interviewed decision 
makers that use crowdsourcing in creative contexts that typically have no clear solution 
but require adaptive judgement and choice for the final decision (e.g., identifying prom-
ising ideas for product development). Given that crowdsourcing is mostly organized in 
campaigns or projects, the responsible decision makers are often product owners or pro-
ject managers in the organizations. They are in charge of defining the problem, specify-
ing an appropriate crowd, and collecting the data. They are also the primary decision 
makers when it comes to retrieving the data, processing them, and making a decision to 
incorporate changes in the software or start a project based on an ideation campaign. To 
avoid biases, we interviewed decision makers from different industries (8), different or-
ganizations (10) and departments (15), and with varying experience on different 
crowdsourcing projects.  
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Regarding the sample size, Guest et al. (2006) found that basic elements for meta-themes 
typically become present within the first six interviews of a study while saturation usu-
ally occurs within twelve interviews. Similarly, Bertaux (1981) recommends a minimum 
sample size of fifteen. Kuzel (1992) suggests a sample size of six to eight interviews for 
homogeneous sources and twelve to twenty interviews for more heterogeneous sources. 
We follow Guest et al. (2006) and refer to saturation “as the point in data collection and 
analysis when new information produces little or no change to the codebook” (p. 65). 
This means that the interviews cease to reveal fundamentally new or different insights 
for the development of properties of a given category (e.g., phases in decision making), 
so that we become “empirically confident that a category is saturated” (Glaser & Strauss, 
1967, p. 65). Miles et al. (2014) emphasize that sampling often has an “iterative or ‘roll-
ing’ quality, working in progressive waves as the study progresses” (p. 33). Thus, we 
followed Miles et al. (2014) and conducted the interviews iteratively from September 
2016 to March 2018 until information provided by the decision makers became repeti-
tive and started to indicate an onset of saturation. We concluded the interview phase by 
16 interviews. Table 2 lists the interview partners. 

No. Position Firm Type Projects Problem1 

1 Test Manager Bank 18 projects S 

2 Senior Credit Risk Officer Bank 1 project S 

3 Test Manager Bank 12 projects S 

4 Test Manager Bank 11 projects S 

5 Project Manager Research 7 projects S/U 

6 Test Manager Bank 5 projects S/U 

7 Chief Executive Officer Intermediary  > 100 projects S/U 

8 Application Manager Insurance 4 projects S/U 

9 Test Manager Insurance 4 projects S/U 

10 Project Manager Intermediary > 100 projects S/U 

11 Innovation Manager IT Service 1 project S/U 

12 Community Manager Analytics > 100 projects S/U 

13 Project Leader Retail 67 projects S/U 

14 Consultant Intermediary 10 projects S/U 

15 QA Manager Insurance 10 projects S/U 

16 Innovation Manager Logistics 20 projects U 
1 Type of Decision Problem: U = Unstructured; S = Structured  

Table 2: Interview Partners 
Source: Own Illustration 
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The questions in our interview guideline aimed to uncover patterns of decision making 
that individuals exhibit when working with crowdsourced data. The structure of the in-
terviews followed three parts: In the first part, we asked the decision makers to introduce 
themselves, explain their function and experience in the organization, and describe typ-
ical decision problems that they face in their organizations. This part aimed at gaining 
an overview of the types of decision problems and their structuredness. In the second 
part, we asked the decision makers to outline the sequences of data-processing activities 
and evaluation steps, by which they source, analyze, and use crowdsourced data to ad-
dress decision problems. As outlined by Mintzberg et al. (1976), this part aimed at “elic-
iting the verbalizations of decision makers' thought processes”, which can then be “an-
alyzed to develop simulations of their decision processes” (p. 247). In the third part of 
the interviews, we were interested in the type information systems used during this pro-
cess and their assessment of the efficiency and effectiveness of decision making based 
on crowdsourced data. In the end, we also gave our interview partners the possibility to 
further explain or discuss aspects that they deem important for their decision making but 
were not explicitly asked by us. The duration of the interviews ranged from 30-90 
minutes. We recorded the interviews and took notes during the sessions. 

3.2.2 Data Analysis 

To systematically extract patterns of decision making and analyze how they relate to the 
structure of the underlying decision problems and the mode of acquiring and processing 
information, we coded the interviews. Codes “are labels that assign symbolic meaning 
to the descriptive or inferential information compiled during a study” (Miles et al., 2014, 
p. 71). They can be used to retrieve and categorize chunks of information in interview 
transcripts to cluster segments that relate to a particular construct or theme (Miles et al., 
2014). In our case, the codes serve to structure the verbalizations of the decision making 
processes from the interviews. That is, we use the codes to derive distinct phases of 
decision making in crowdsourcing as described by decision makers and analyze differ-
ent patterns based on how these phases are aligned. 

We followed the inductive data analysis and coding approach proposed by Gioia et al. 
(2013), which is well-established in related literature on decision making and process 
research (e.g., Langley, Smallman, Tsoukas, & Van De Ven, 2013; Smith, 2014). This 
approach is based on a multi-staged coding scheme with first-order codes, second-order 
concepts, and aggregated dimensions (Gioia et al., 2013).  
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1st Order Codes (Examples) 2nd Order Codes (Examples) Phases 

Defining the problem 

Outlining the task 

Determining data formats 

Specifying labels 

Identification of problem 

Definition of required data 

Collection of data 

Sourcing 

Assessing fit to task 

Removing duplicates 

Removing low-quality reports 

Verifying labels 

Adding context 

Verification of information 

Omission of information 

Revision of information 

Extension of information 

Validating 

Clustering similar contributions 

Reducing clusters to their core 

Selecting unique contributions 

Summarizing results 

Aggregation of information 

Integration of information 

Selection of information 

Consolidating 

Sorting the contributions 

Discussing the content 

Predicting the impact 

Assessing the severity 

Assessing popularity 

Evaluation of feasibility 

Prediction of impact 

Estimation of efforts 

Determination of importance 

Evaluating 

Accepting contributions 

Starting a project 

Passing results to department 

Fixing an issue 

Choice of an alternative 

Assignment of tasks 

Allocation of resources 

Choosing 

Table 3: Extract of Coding Scheme 
Source: Own Illustration based on Gioia et al. (2013) 

First-order codes represent informant-centric terms that emerge during the interviews. 
For these codes, we adhered to words that were used by the decision makers during the 
interviews to describe the processes and activities when engaging in crowdsourcing. 
Based on similarities and differences in these codes, it is possible to derive second-order 
concepts that represent germane themes and categories described during the interviews 
(Gioia et al., 2013). Deriving the second-order concepts was an iterative process of “con-
stant comparison” (Corbin & Strauss, 1990). We developed potential concepts and dis-
missed, changed, or retained them based on comparisons across the interviews to 
achieve a coherent synthesis. To increase confidence in our analysis, we discussed pre-
liminary results and variations and gave our raw data to independent students for anal-
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ysis (cf. Lehrig, Krancher, & Dibbern, 2017). We adapted the concepts whenever suita-
ble or necessary. We repeated this process to achieve aggregated phases in decision 
making in crowdsourcing. Table 3 provides an extract of the coding scheme. 

As outlined earlier, distinct phases can occur iteratively and recursively during a deci-
sion making process and form “patterns” (Boonstra, 2003; Frisk et al., 2014; Mintzberg 
et al., 1976). To examine such patterns based on the codes, we followed a temporal 
bracketing strategy proposed by Langley (1999). It represents a standard approach for 
analyzing process data and is especially well-suited for an “open-ended inductive ap-
proach that most researchers use in process research” (Langley et al., 2013, p. 693). At 
its core, temporal bracketing refers to the “decomposition of data into successive adja-
cent periods [which] enables the explicit examination of how actions of one period lead 
to changes in the context that will affect action in the subsequent periods” (Langley, 
1999, p. 703). That is, based on the codes (aggregated phases), we reconstructed the 
decision making processes, by which decision makers typically source and process 
crowdsourced data to derive decisions for the underlying projects. These processes can 
then be grouped based on the number of transitions between phases and similarities in 
their alignment to describe the processes as “evolving patterns” (Langley, 1999). The 
results of the temporal bracketing of the codes are depicted in Figure 2. 

3.3 Patterns of Decision Making in Crowdsourcing 

The interviews provide interesting insights into the characteristics of decision making 
in crowdsourcing. They revealed five distinct phases that typically occur during decision 
making in crowdsourcing. These five phases represent germane episodes of acquiring 
and processing newly gained data through crowdsourcing to derive decisions for the 
underlying projects. They provide a data-centric perspective on decision making. The 
sourcing phase comprises the acquisition of data to either identify new or address exist-
ing problems and opportunities. In crowdsourcing, decision makers may source new 
data at potentially all stages of decision making. In the validation phase, decision makers 
assess the appropriateness of the data to address the underlying decision problem. This 
phase is essential for decision makers working with crowdsourced data, as they can no 
longer rely on the trustworthiness of the sources nor the quality of their input. The con-
solidation phase describes the extraction of meaningful information from crowdsourced 
data. It revolves around aggregating data, integrating data, and selecting data provided 
by the crowd to derive valuable insights. In the evaluation phase, decision makers de-
termine the value of the insights extracted from the crowdsourced data. That is, they 
have to estimate the required efforts for implementation (e.g., in terms of costs and 
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time), assess the feasibility, and predict the impact for their organizations. The choice 
phase describes the commitment of resources to realize a project or implement changes 
in the organization.  

However, we find that decision making processes do not always adhere to a predeter-
mined sequence of these phases. They rather follow different patterns that range from 
sequential and goal-oriented to dynamic and data-driven. The patterns depend upon the 
structure of the decision problem and the mode of acquiring and processing information. 
In the following sections, we first describe the decision making patterns that emerged 
during the interviews based on how the previously outlined phases are aligned and how 
they typically (re-)occur. Second, we explain how the patterns relate to the problem 
structure and the mode of acquiring information described by our interview partners. 
Finally, we consider the efficiency and effectiveness of the patterns based on the inter-
views. 

3.3.1 Description of the Patterns 

Figure 2 below depicts the results of the temporal bracketing of the codes and illustrates 
exemplary sequences for each decision making pattern. Each step represents a phase of 
sourcing, validating, consolidating, or evaluating data, and choosing adequate courses 
of actions for the underlying project as described by the decision makers during the 
interviews. The patterns reveal great differences with regard to how many times these 
phases occur and how they are aligned during decision making. 

 

 

 
Note: 1 = Sourcing; 2 = Validating; 3 = Consolidating; 4 = Evaluating; 5 = Choosing 

Figure 2: Overview of Decision Making Patterns with Exemplary Sequences 
Source: Own Illustration 

Informing: The first pattern of decision making reconstructed from the interviews takes 
the form of a sequential process that is characterized by only few transitions between 
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phases of gathering data and making a choice. That is, data are sourced once and then 
processed in a standardized and goal-oriented way to address specific information needs 
of the decision maker. We termed this pattern “informing”. Interview partner 12, a man-
ager for an analytics provider, described an exemplary case for such a pattern in retail 
audits for monitoring stores. She explained that she uses crowdsourcing to collect clearly 
specified data on mobile devices of customers for point of sales benchmarks (e.g., geo 
data). Crowdsourced geo data are collected, validated, and then displayed on analytics 
dashboards for managers to decide, for example, whether the positioning of certain prod-
ucts on shelves need to be changed. As both the problem and the required data are 
known, the process is standardized and aims for high efficiency in decision making. A 
similar process was described by interview partner 4, a test manager for a retail bank. 
He uses crowdsourcing for standardized regression testing in software development and 
explained: “The most important aspect for me at the moment is to have the test cases 
that were executed by the crowd at the status ‘okay’. The data are validated and for-
warded during the actual crowdtesting session. Our test managers just synchronize the 
defect by the crowd from TFS [Microsoft Team Foundation Server] to HP QC [HP 
Quality Center].” 

Solving: The second decision making pattern also takes the form of a sequential process 
but progresses stepwise. In this case, data are sourced and evaluated in a more gradual 
and analytical manner to address problems that are less structured and require thorough 
examination. We termed this pattern “solving”. Interview partner 6, a test manager for 
a retail bank, provided an example for such a pattern. He explained that he uses 
crowdsourced data to identify and fix defects in a large-scale banking software. He notes 
that “understanding such defects from a technical point of view is very difficult.” For 
this purpose, he systematically sources, validates, consolidates, and evaluates defect re-
ports and decides whether and how to fix them. He describes the process as a “thorough 
analysis” that is very “tedious and time-consuming”. However, he also emphasizes that 
this allows him to get “an extremely good picture of how well the application works.” 
Interview partner 9 referred to such decision making processes as a “multi-step analy-
sis”.  

Understanding: The third decision making pattern is the first to deviate from the sequen-
tial structure. Early stages of the decision making process aim at incrementally devel-
oping potential options to address a problem. At later stages, however, we see decision 
makers iteratively source and compare new data to get a better understanding of these 
options and make adequate decisions. We termed this pattern “understanding”. Inter-
view partner 13 offered an exemplary description for such a pattern. As a project leader 
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for a large retail company, he is responsible for developing new products. At early 
stages, he uses crowdsourcing to gather ideas on different types of products that could 
be included. At later stages, he typically has to source new data to better estimate market 
impacts and customer preferences of ideas (e.g., through votes) that he did not previ-
ously know. He compares the decision making process to a “stage-gate process”. These 
phases are repeated until the available options and final decisions are backed by enough 
data. 

Exploring: The fourth pattern of decision making takes the form of a highly dynamic 
process of sourcing and scanning data. It exhibits a rather undirected structure that re-
volves around iteratively probing data to uncover new solution spaces that were not 
hitherto known. We termed this pattern “exploring”. Interview partner 16, an innovation 
manager in a large logistics group, offered an exemplary description for such a pattern. 
He explained: “We use crowdsourcing as part of our search strategy. It represents a 
trend monitor in which we identify trends”. Data are sourced in an open and unrestricted 
manner to find potential “search streams” that are then further investigated and enriched 
with novel data as promising “business cases” unfold. In this pattern, crowdsourced data 
act as guidance in exploratory decision making process. 

Pattern Description 

I. Informing “Informing” describes a pattern of focused and directed search for specific 
information through crowdsourced data. The goal is to efficiently process 
crowdsourced data and quickly inform a decision that has clear requirements. 

II. Solving “Solving” describes a pattern of stepwise analysis of information in 
crowdsourced data. The focus lies on gradually accumulating required infor-
mation and systematically approaching a decision. 

III. Understanding “Understanding” describes a pattern of iterative comparison of information 
gained through crowdsourced data. The focus lies on recursively sourcing 
data to evaluate different options for a decision. 

IV. Exploring “Exploring” describes a pattern of open and dynamic scanning of information 
in crowdsourced data. The focus lies on probing data to uncover new and 
hitherto unknown solution spaces for decisions. 

Table 4: Summary of Decision Making Patterns 
Source: Own Illustration 

3.3.2 The Problem Structure and the Modes of Acquiring Information 

The interviews not only reveal different patterns of decision making but also offer in-
sights with regard to why and in which contexts these patterns occur. We find the four 
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decision making patterns to be a consequence of how the structure of the decision prob-
lem and the decision maker’s mode of acquiring information interact. Interview partner 
14, a consultant for a crowdsourcing intermediary, explained: “Decision problems are 
very diverse. Some organizations have a clear problem, such as choosing a name for a 
new product, and ask the crowd for their preference. Others face much more complex 
problems and need to understand, for example, media consumption of their customers.” 
However, not all decision makers address these different types of problems in the same 
way. Some decision makers use crowdsourced data for a goal-oriented search of specific 
information that addresses their problem. Others scan crowdsourced data more openly 
to develop and select potential options. This explains differences in how the phases of 
decision making are aligned and how often they (re-)occur (see Figure 2). 

Decision making patterns in crowdsourcing that follow a rather sequential order (Pattern 
I and II) are typically driven by a decision maker’s goal-oriented search for information. 
We find them to occur when decision makers put strong emphasis on their own expertise 
and experience and argue to have a good understanding on how to source, process, and 
analyze adequate data. Interview partner 11, for example, described: “I examined the 
data myself. […] I know the business pretty well by now and can decide by myself 
whether an option is promising or not.” Thus, he looks for specific information that 
addresses predefined requirements. In such cases, crowdsourced data is primarily used 
to efficiently “inform” decisions or “solve” problems. “Informing” decisions (Pattern I) 
through a goal-oriented search usually occurs when decision makers face structured de-
cision problems (e.g., in technical contexts). In these cases, decision makers have often 
worked out very efficient routines to process and evaluate crowdsourced data. For ex-
ample, interview partner 12, a manager for an analytics provider, explained: “Some pro-
jects start in the morning and can be finished by noon. In these cases, the validation of 
the data is actually the most time-consuming part, because they are all collected and 
retrieved at once.” Similarly, interview partner 11 notes that he often uses crowdsourced 
data in a standardized way to reassure his decision whether to invest in the development 
of a product or not. When a goal-oriented search is applied to a more complex, unstruc-
tured decision problem, the decision making pattern represents much of a “solving” pro-
cess (Pattern II). In these cases, our interview partners reported to fragment the decision 
problems. That is, they analyze the crowdsourced data stepwise, accumulate infor-
mation, and develop decisions progressively. 

Decision making patterns in crowdsourcing that are rather recursive and iterative in na-
ture (Pattern III and IV) are typically related to decision makers employing a more dy-
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namic and open scanning for information. Such patterns often occur when decision mak-
ers put less emphasis on their own expertise and experience. In these cases, it is more 
likely that data – not predefined objectives – drive the decision making process and 
guide decision makers. That is, decision makers rely more thoroughly on data to openly 
“explore” new options or better “understand” them. “Exploring” new options through 
an open and dynamic scanning for information (Pattern IV) occurs when decision mak-
ers face highly unstructured decision problems. Interview partner 12, a manager for an 
analytics provider, explained: “There are projects that are extremely complex and pro-
gress very slow. Even the definition of project is time-consuming.” Similarly, interview 
partner 6, argued: “The most time-consuming part here is understanding the problem.” 
In these cases, decision makers face novel and non-trivial problems for which they have 
not yet found an efficient routine. Decisions develop iteratively and require decision 
makers to source new data multiple times to address novel information needs at partic-
ular stages of their decision making. If an open scanning for information is applied to a 
more structured decision problem, the process typically aims to better “understand” op-
tions by recursively sourcing and comparing crowdsourcing data (Pattern III). 

 

Figure 3: Framework for Decision Making Patterns in Crowdsourcing  
Source: Own Illustration 

3.3.3 Efficiency and Effectiveness of the Decision Making Patterns 

Given that there are distinct patterns of decision making that depend upon the structure 
of the decision problem and the mode of acquiring information, there are also differ-
ences with regard to how the phases during these patterns relate to the efficiency and 
effectiveness of decision making and how information systems may provide adequate 
support for the decision makers.  
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Decision makers that employ a goal-oriented search to “inform” their decisions or 
“solve” a problem typically view the “validation” and “consolidation” phase as critical 
for their decision making. The decision makers reported that they often validate and 
consolidate data manually, requiring substantial amounts of time and effort. Project 
leader 13 emphasized: “There is a lot of manual effort involved because most 
crowdsourced data are highly unstructured.” Test manager 6 underlined that this re-
quires “way too much time”. Thus, across the interviews, multiple decision makers sug-
gested that there is vast potential for automated data-processing mechanisms to support 
decision making patterns I (“informing”) and II (“solving”), as both are goal-oriented 
and primarily target a high efficiency in decision making. Surprisingly, however, we 
found that decision makers are still hesitant to rely on such technologies. Test manager 
9 explained: “Currently, I would not blindly trust automated reports. I always want to 
know what is going on. I want to have enough control to be able to intervene.” Similarly, 
innovation manager 11 stated: “At a certain point, it is not possible to manually process 
and evaluate all data. However, when it comes to automation, I’m always concerned 
about missing high-potential ideas.” This also resonates with earlier findings that pattern 
I and II often occur when decision makers put strong emphasis on their own expertise 
and believe to have a good understanding on how to source, process, and analyze data.  

Decision makers that employ a more open and dynamic scanning of crowdsourced data 
to “explore” new options or better “understand” them are often primarily concerned with 
the effectiveness of their decision making. Project leader 13, for example, explained: 
“In retail, there is a ‘one-in-one-out’ rule. It is only possible to introduce a new product 
in a store if another product is removed at the same time.“ He explains that 
crowdsourced data are used to make the “right” decisions with regard to their product 
assortment in stores. The most important aspect for him is the outcome: “We have con-
ducted 67 crowdsourcing campaigns so far where we developed products – from the 
initial problem definition to the final product launch. These products yielded a gross 
revenue of 100 Mio. Euros”. Hence, our interviews suggest that in pattern III (“under-
standing”) and IV (“exploring”), the “sourcing” and “evaluation” phase are critical, as 
decision makers rely more on data and their decisions become more data-driven. The 
most important threats to such data-driven patterns revealed during the interviews are 
subjective judgement and biases by the decision makers (i.e., how data are interpreted). 
Sometimes, decision makers even reported to deliberately dismiss data. Innovation man-
ager 11 said: “We received a lot of votes from the crowd but did not really take these 
preferences into account for our final decision. […] We were able to do this based on 
our experience.” Project leader 13 admitted: “We try to be as neutral and objective as 
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possible, but there is definitely a lot of subjectivity involved in the process”. Multiple 
decision makers argued that there is high potential for information systems to support 
decision making patterns III and IV by offering pattern recognition and visualization 
capabilities that allow for an easier analysis of crowdsourced data during the “evalua-
tion” phase. Project leader 13 said: “It would be very interesting to have a pattern recog-
nition system of some sort, to extract patterns that are otherwise not easily detectable. 
This would surely help to identify trends in data or classify customer segments. Artificial 
intelligence or machine learning are promising in this regard – especially when 
crowdsourced data are combined with internal data, such as sales data.” 

3.4 Discussion of Decision Making Patterns in Crowdsourcing 

Taken together, the results from our interviews offer a number of interesting insights 
into the characteristics of decision making in crowdsourcing. Existing literature on de-
cision making is mostly grounded on the traditional phase theorem (Mintzberg et al., 
1976; Simon, 1960) and builds upon the basic tenet that decisions are made by system-
atically gathering new information, assessing potential courses of actions based on this 
information, and then committing to one or more alternatives. In crowdsourcing, with 
new opportunities to source and analyze data, we found the characteristics of decision 
making processes to change.  

Based on the interviews, we identified five distinct phases that occur when decision 
makers work with crowdsourced data. These five phases represent germane episodes of 
acquiring and processing data in order to make adequate decisions for the underlying 
projects. More importantly, however, it became clear during our analysis that decision 
making processes in crowdsourcing do not always represent a predetermined sequence 
of these phases. In related studies, Mintzberg et al. (1976) already noted that while it is 
possible to delineate distinct phases in decision making processes, such phases do not 
necessarily follow “a simple sequential relationship“ (p. 250). Similarly, Boonstra 
(2003) argued that decision making processes “are not always predetermined, linear and 
explicit” and that it is instead possible to “identify general patterns” in decision making 
(p. 197). Our findings extend this perspective. In crowdsourcing, where decision makers 
have the opportunity to freely source and examine user-generated data, we find four 
different patterns of decision making to emerge that range from sequential and goal-
oriented to dynamic and data-driven.  

Decision makers that exhibit sequential patterns typically use crowdsourced data to ef-
ficiently “inform” decisions or gradually “solve” decision problems. These patterns res-
onate strongly with the traditional perspective on decision making, where decisions are 
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based on data collected through systematic and purposeful processes that address spe-
cific information needs of the decision makers (Constantiou & Kallinikos, 2015). We 
find these patterns to still occur in crowdsourcing when decision makers employ a goal-
oriented search and have a good understanding of how to source and analyze data. This 
allows them to develop and follow predefined routines. When facing structured decision 
problems, these routines are characterized by only few transitions between phases of 
sourcing data and making a choice, since the problem and required data are clear. As the 
decision problems become more unstructured, we found decision makers to fragment 
the decision problems and develop solutions stepwise by systematically sourcing, vali-
dating, consolidating, and evaluating data before making a choice. Mintzberg et al. 
(1976) describe similar behavior and note that, to reduce complexity, decision makers 
deal with unstructured problems by factoring them into “familiar, structurable elements” 
and following “interchangeable sets of procedures or routines” (i.e., phases).  

Decision makers that exhibit more recursive and iterative patterns use crowdsourcing to 
“explore” new options for decision problems or better “understand” them. These pat-
terns resonate strongly with a more recent perception of decision making and reflect 
Abbasi et al.’s (2016) notion of a “data-driven decision making process”. In these pat-
terns, data act as principal drivers or guidance for the decision making process and not 
clearly defined objectives by the decision maker. That is, decision makers rely more 
thoroughly on data to make a decision and employ a dynamic and open scanning for 
information. For structured decision problems, our interview partners described such 
data-driven decision making processes as “stage-gate processes”, in which decisions are 
iteratively developed and backed by data. For unstructured decision problems, decision 
making processes become more explorative and increasingly revolve around probing 
data to uncover new, hitherto unknown solution spaces. Lycett (2013) describe such 
processes as “information technology driven sense-making processes”, which revolve 
around organizing data to identify and regularize patterns into plausible explanations 
and actionable decisions.  

3.4.1 Implications for Theory 

From a theoretical perspective, we contribute novel insights to both research on 
crowdsourcing and research on decision making. In research on crowdsourcing, scholars 
have been increasingly interested in the value that organizations could create through 
crowdsourced data (e.g., Barbier et al., 2012; Bonabeau, 2009; Chiu et al., 2014). While 
related studies already made great strides to develop the technical foundations for pro-
cessing large-scale data from crowds (e.g., Barbier et al., 2012; Chen et al., 2012), the 
structure and patterns of decision making that emerge when decision makers have access 
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to crowdsourced data were mostly unclear (Abbasi et al., 2016). The findings of our 
study address this gap in two ways. First, we reveal five distinct phases that form deci-
sion making processes in crowdsourcing. With this data-centric perspective on decision 
making, it possible to better understand how decision makers in crowdsourcing source, 
validate, consolidate, and evaluate data from a crowd to choose adequate courses of 
actions for solving an organizational problem. Second, and more importantly, we show 
that decision making processes in crowdsourcing do not always represent a predeter-
mined sequence of these phases as assumed by traditional decision making models used 
in crowdsourcing literature (e.g., Chiu et al., 2014). Instead, we identify four common 
patterns of decision making in crowdsourcing that range from very structured and goal-
oriented to highly dynamic and data-driven. They systematize how the decision making 
phases are typically aligned. 

Second, for research on decision making, we answer the calls from various scholars to 
examine how decision making processes may change in data-driven environments (e.g., 
Abbasi et al., 2016; Sharma et al., 2014). Existing literature in this field is mostly 
grounded on the traditional phase theorem (Mintzberg et al., 1976; Simon, 1960) and 
builds upon the basic tenet that decisions are made by systematically gathering new 
information, assessing potential courses of actions based on this information, and then 
committing to one or more alternatives (see Arnott & Pervan, 2014). However, in data-
driven environments, such as crowdsourcing, decision problems have drastically 
changed with regard to their structure. Furthermore, decision makers now have access 
to much more diverse sources and more thorough means to acquire information. Thus, 
studies have emphasized that “we need to understand if and how we should revise ex-
isting decision making models” (Abbasi et al., 2016, p. 11). Our findings from 
crowdsourcing show the limitations of the traditional phase theorem for studying deci-
sion making in more data-driven environments. They indicate that, when given the op-
portunity to freely source and prospect data, decision makers tend to adopt different 
patterns of gathering and analyzing data. We find sequential patterns to still occur when 
decision makers employ a goal-oriented search and have a good understanding of how 
to source and analyze data. However, when decision makers rely more thoroughly on 
data to make a decision and employ a dynamic and open scanning for information, pat-
terns become increasingly recursive and iterative in nature and reflect “sense-making 
processes” (Lycett, 2013). We provide an integrated perspective on how the structure of 
the decision problems (Shim et al., 2002; Simon, 1960) and modes of acquiring infor-
mation (Aguilar, 1967; Huber, 1991; Vandenbosch & Huff, 1997) in data-driven envi-
ronments may evoke and affect such patterns. Thus, our findings extend earlier works 
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by Boonstra (2003) and show how the traditional phase theorem of decision making 
(e.g., Mintzberg et al., 1976; Simon, 1960) can be extended to data-driven contexts, by 
describing different path configurations of decision making phases rather than a uniform 
process. 

Finally, the four distinct patterns show that it is imperative to account for differences in 
decision making when using crowdsourced data and designing decision support mech-
anisms. Our findings emphasize that, depending on the decision making pattern, there 
is different potential for information systems to support phases in such processes. For 
structured problems, we see great potential to increase the efficiency of decision making 
by automating highly repetitive or standardized data-processing tasks. For unstructured 
problems, we see great potential to increase the effectiveness of decision making by 
leveraging pattern recognition and visualization techniques to support managers in mak-
ing sense of crowdsourced data. 

3.4.2 Implications for Practice 

From our findings, we are also able to derive a number of practical implications for 
organizations that are aiming to leverage crowdsourced data. The four distinct patterns 
identified in our study show that it is imperative to account for differences in decision 
making when using crowdsourced data and designing decision support mechanisms. 
They underline that there is no “one-size-fits-all”-solution for decision support. Instead, 
we urge organizations to pay close attention to the structure of the decision problems 
and the modes by which decision makers acquire information and adjust the mechanisms 
for decision support to fit different decision making patterns. In cases where decision 
making patterns resemble a goal-oriented search for information (e.g., when analyzing 
and verifying defect reports), we find it imperative to provide data in a manner that lets 
decision makers efficiently “inform” decisions or gradually “solve” decision problems. 
Data should be automatically preprocessed in the “validation” phase to reduce manual 
efforts and increase the efficiency of decision making. In cases where decision making 
patterns reflect a more dynamic exploration of data (e.g., when deciding on new prod-
ucts during innovation campaigns), our findings suggest that decision support systems 
should offer more options to experiment with data and visualize the results, e.g., to sup-
port the “consolidation” and “evaluation” phase.  

Finally, in a broader sense, we recommend organizations to take advantage of 
crowdsourcing to source and analyze data for improved decision making. In 
crowdsourcing, decision makers have the opportunity to freely specify the type of data 
as well as the amount of data that should be generated at potentially all stages during 
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their decision making. Especially for unstructured problems, our findings show that de-
cision makers often repeatedly return to data “sourcing” phases to back their decisions 
with insights from crowds. This underlines the importance of access to adequate data 
during decision making. Decision making in such settings often revolves around the 
exploration of data in order to discover new options and incrementally develop better 
decisions. We believe that crowdsourcing represents a very powerful approach to pro-
vide access to such data and foster data-driven decision making processes in organiza-
tions. 

3.4.3 Limitations and Outlook 

As with all research, the findings presented in this study should be regarded in light of 
its limitations. First, we analyzed decision making in the domain of crowdsourcing. Alt-
hough we do believe that crowdsourcing can be regarded as an exemplary context to 
gain insights into the nature of decision making when dealing with large amounts of 
user-generated data, we cannot claim that our findings apply to other domains or appli-
cations to the same extent. They may apply to contexts where decision makers are free 
to source and analyze data from large networks of people or information markets. Be-
yond that, we urge future research to extend our work and investigate different industries 
and other crowdsourcing contexts.  

Second, we used semi-structured interviews as our primary source of data. While we 
made sure to select a broad sample of decision makers across 10 different organizations 
and departments with varying degrees of expertise, our results are still bound to the 
participants and the discussions with them. By conducting interviews, we aimed to gain 
in-depth insights into decision making as experienced and described by actual decision 
makers. We see great potential in future research to also consider quantitative data and 
triangulate our findings with insights from crowdsourcing platforms or other infor-
mation systems that are used by decision makers. This would not only help to provide a 
more comprehensive picture of decision making with behavioral data, it would also al-
low for further insights into adequate designs of decision support systems for certain 
types of decision making patterns. 

Third, although we studied decision making in an organizational context, we focused on 
individual decision making processes by managers responsible for engaging in 
crowdsourcing and evaluating the results. Another interesting avenue for future research 
is to further study the role of organizational structures, hierarchies, or teams for decision 
making and analyze how these aspects may change in contexts facing large amounts of 
user-generated data. We agree with Sharma et al. (2014) that individual decision making 
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is only the first step in understanding how organizations may benefit from large-scale 
data and novel information systems, as individual decision making processes are typi-
cally embedded in organizational settings. 

3.5 Conclusion of Chapter 

Crowdsourcing represents a powerful approach for organizations to span their bounda-
ries and systematically collect data from large and diverse networks of people. So far, 
however, literature gave little insights into the structure and patterns of decision making 
processes that emerge when decision makers have access to such large amounts of user-
generated data. In this study, we addressed this gap and analyzed the characteristics of 
decision making in crowdsourcing based on interviews with decision makers from 10 
corporations. Depending on the type of decision problem and the mode of acquiring 
information, we saw four patterns emerge with regard to how different phases in deci-
sion making are aligned and (re-)occur. Thus, for research, we showed how the tradi-
tional phase theorem of decision making can be extended to more data-driven contexts, 
such as crowdsourcing, by looking at different path configurations of such phases. For 
practitioners, we discussed how information systems can be adapted to support these 
patterns. In this way, our study may contribute to a better understanding of decision 
making in crowdsourcing. 
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4 AUTOMATED DATA PROCESSING IN CROWDSOURCING 
This chapter addresses the second research question of the dissertation and is concerned 
with studying mechanisms to support decision making in crowdsourcing. The focus of 
the chapter lies on improvements to the efficiency of decision making. It presents the 
results of a quantitative study3 that examined the potential of text mining and machine 
learning to automatically filter crowdsourced contributions and reduce the manual work-
load for decision makers. In this chapter, section 4.1 first explains the motivation and 
objectives of the study in more detail. Afterwards, section 4.2 explains the study’s un-
derlying hypotheses regarding the relationship between textual characteristics and con-
tribution quality in crowdsourcing. It also describes the methodology used to test these 
hypotheses with a regression analysis and outlines the approach for predictive modeling 
with machine learning algorithms. Sections 4.3 and 4.4 analyze the results and illustrate 
their implications for both researchers and practitioners. Finally, section 4.5 concludes 
the chapter with a summary of the main findings. 

4.1 The Potential of Automated Data Processing 

In recent years, crowdsourcing has increasingly gained attention as an innovative ap-
proach to harness the collective resources of a broad and diverse network of people over 
the internet. The fundamental idea of crowdsourcing is that an organization proposes the 
voluntary undertaking of a task to an independent group of contributors in an open call 
(Blohm et al., 2013; Howe, 2006). It seeks to mobilize the creativity, knowledge, or 
distributed workforce of a large panel of people who perform value creation activities 
that have previously been carried out by designated agents, such as employees or third-
party contractors. The approach grants scalable access to remote resources and allows 
tasks to be completed in a parallelized fashion regardless of time and location. In this 
vein, crowdsourcing has been found to greatly improve the efficiency and effectiveness 
of problem-solving in organizations (Afuah & Tucci, 2012; Jeppesen & Lakhani, 2010).  

However, the potential that arises from the decentralized contributions provided by a 
crowd comes with a critical challenge. The quantity and complexity of information that 
needs to be processed and evaluated in crowdsourcing are high – especially when the 
contributions are submitted in a raw, textual format. In 2006, for example, more than 
140’000 international participants joined the IBM Innovation Jam and submitted over 
46’000 ideas in a single crowdsourcing contest (Leimeister et al., 2009). Similarly, the 
devastating earthquake in Haiti during January 2010 generated over 13’500 

 
3 A previous version of this chapter (sections 4.1 to 4.5) has been published in Rhyn and Blohm (2017a). The 
content has been reformatted, modified, and updated for this dissertation.   
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crowdsourced messages on online maps that were used to locate emergencies and dis-
tribute relief supplies (Barbier et al., 2012). As these contributions are submitted by a 
diverse network of people with different backgrounds and degrees of expertise, textual 
data in crowdsourcing usually entail a high amount of noise and ambiguity. Thus, the 
process of manually evaluating the data and filtering out low quality contributions is 
arduous and lengthy (Blohm et al., 2013). It generally accounts for one of the most time-
consuming and cost-intensive steps in crowdsourcing (Zogaj et al., 2014). For example, 
it took Google almost three years and 3’000 employees to condense the 150’000 pro-
posals submitted to its Project 10100 (Blohm et al., 2013).  

Text mining and machine learning algorithms represent promising solutions to cope 
with the vast amount of contributions in crowdsourcing (Chen et al., 2012). They pro-
vide the means to discover patterns and extract useful information from textual data in 
a fast, scalable, and repeatable way (Debortoli, Müller, Junglas, & vom Brocke, 2016). 
In this vein, they offer the potential to automatically evaluate and filter contributions in 
crowdsourcing. Although multiple studies have asked for such automated approaches, 
research on crowdsourcing is still lacking feasible models for this task (Kittur et al., 
2013; Zogaj et al., 2014). Our study aims to close this gap by addressing the following 
research question: “What textual characteristics can be used to assess and automatically 
predict the quality of contributions in crowdsourcing?” To answer this question, we 
choose a two-pronged approach that has already been used similarly in related studies 
(Ghose & Ipeirotis, 2011). First, we apply an explanatory regression analysis to examine 
textual characteristics that are associated with contribution quality in crowdsourcing. 
Then, we use these textual characteristics for predictive modeling with machine learning 
algorithms. That is, we build a classifier capable of predicting the quality of the contri-
butions based on their textual characteristics.  

Hence, the contribution of our study is twofold. For researchers, we provide a set of 
variables and models to explain and predict contribution quality in crowdsourcing. 
These models and variables can be used to assess textual contributions with machine 
learning algorithms and, thus, contribute to a partial automation of the evaluation pro-
cess. For practitioners, we build a classifier based on the Random Forest algorithm that 
incorporates these variables. It is capable of automatically filtering high quality and low 
quality contributions submitted by a crowd and makes the process of reviewing large 
volumes of textual feedback more efficient.  
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4.2 Predictive Modeling for Automated Data Processing 

4.2.1 Development of Hypotheses 

For developing our model, we draw upon well-established textual features discussed in 
related literature (Jeon, Croft, Lee, & Park, 2006; Kim, Pantel, Chklovski, & 
Pennacchiotti, 2006; Liu, Cao, Lin, Huang, & Zhou, 2007; Otterbacher, 2009; Weimer 
& Gurevych, 2007) to operationalize contextual and representational characteristics of 
crowdsourced data (cf. section 2.2.3) and examine how these features are associated 
with contribution quality in crowdsourcing. Contextual characteristics account for the 
amount and the relevancy of the information provided in textual data. Representational 
characteristics account for the extent to which the text is presented in a clear and intel-
ligible manner (Otterbacher, 2009).  

First, the amount of information in a textual contribution has frequently been discussed 
as one of its most important features by related literature (Jeon et al., 2006; Kim et al., 
2006; Weimer & Gurevych, 2007). Longer contributions contain more information that 
could potentially be relevant for the company than shorter ones (Otterbacher, 2009). It 
is also easier for companies to act on feedback that is well elaborated (Blohm et al., 
2013), as it allows them to build a more comprehensive and coherent representation of 
the information in the text (Blohm et al., 2016). For example, Riedl et al. (2013) note 
that “more accurate, understandable, and comprehensive information enables decision 
makers to perform better” (p. 12). On the other hand, they emphasize that contributions 
that are short and less elaborated tend to deliver less information that could be required 
for an accurate understanding of the contributions and appropriate decision making 
(Riedl et al., 2013). Second, related literature also emphasizes the need to consider the 
relevancy of the information in a contribution (Otterbacher, 2009; Weimer & Gurevych, 
2007). Otterbacher (2009) quantifies the extent to which a product review contains terms 
that are statistically important across other reviews. Similarly, Weimer and Gurevych 
(2007) use similarity features to measure the relatedness of a post to a forum topic. For 
crowdsourcing in particular, relevant contributions are typically characterized as con-
taining clear and specific information for the companies to act on (Blohm et al., 2013), 
while vague and blurry descriptions have been found to be detrimental to contribution 
quality (Riedl et al., 2013). Hence, we hypothesize as follows: 

Hypothesis 1. The length of a textual contribution is positively associated with the qual-
ity of the contribution. 

Hypothesis 2. The specificity of the terms used in a textual contribution is positively 
associated with the quality of the contribution. 
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Besides contextual characteristics accounting for the amount and the relevancy of the 
information, a second layer of analysis is concerned with the representational character-
istics of a contribution (Agichtein, Castillo, Donato, Gionis, & Mishne, 2008; 
Otterbacher, 2009). On the one hand, representational characteristics can be used as 
means to measure the sophistication of a contribution (Otterbacher, 2009). For example, 
the readability (Coleman & Liau, 1975) is frequently used to analyze the syntactic and 
semantic complexity of a text (Agichtein et al., 2008). In crowdsourcing, a higher read-
ability of a contribution should enable companies to better understand the submitted 
content and extract relevant cues or information more easily (Blohm et al., 2016). On 
the other hand, representational characteristics can be broken down to purely superficial 
aspects, such as the extent to which a contribution respects common writing standards 
or reveals irregularities (Ghose & Ipeirotis, 2011; Weimer & Gurevych, 2007). Poorly 
written contributions containing spelling errors and grammatical mistakes increase the 
noise and ambiguity in the data (Agichtein et al., 2008). Such irregularities impose a 
higher cognitive load on the recipient in the company and make the contributions prone 
to misinterpretation (Blohm et al., 2016). Hence, they are likely to be detrimental to the 
interpretability or clarity of crowdsourced contributions and may render the acquisition 
of the embedded information more difficult for companies. Thus, we define the second 
set of our hypotheses as follows: 

Hypothesis 3. The readability of a textual contribution is positively associated with the 
quality of the contribution. 

Hypothesis 4. The number of spelling mistakes in a textual contribution is negatively 
associated with the quality of the contribution. 

4.2.2 Data Collection 

For our study, we retrieved textual data from a crowdsourcing project in the field of 
software testing. We conducted a crowdsourced software test in cooperation with a Ger-
man-based intermediary that ranks amongst Europe’s leading platforms in this domain 
and manages a crowd of more than 100’000 international software testers. The test was 
designed as a user acceptance test for a website and has been carried out in August 2015 
over the course of 5 days. It consisted of open tasks that asked the testers about their 
opinion on positive and negative aspects of the website as well as suggestions for further 
improvement. This setting was chosen for several reasons. First, user acceptance tests 
for websites represent one of the most frequently performed types of software tests by 
crowdtesting platforms, as they allow companies to gather feedback from real end users 
of the software (Zogaj et al., 2014). Second, user acceptance tests typically lead to a 
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large amount of textual data which are especially time-consuming to evaluate by experts 
or developers. Third, the feedback retrieved during user acceptance tests resemble con-
tributions in other domains, such as ideas in innovation management or reviews in prod-
uct development. This allows the results of our study to be transferred to other 
crowdsourcing contexts and ensures their generalizability.  

We received 309 contributions in a raw textual format from 104 testers who represent 
the target demographic of the website and who were randomly assigned to the software 
test by the intermediary. On average, the contributions contained 41 words with a stand-
ard deviation of 38 words. All contributions were written in English.  

4.2.3 Expert Evaluation of Contribution Quality 

As discussed previously, there is no ground truth to contributions such as ideas, feed-
back, or reviews. In the absence of objective measures, it is necessary to employ an 
expert-based baseline measure for contribution quality (Blohm et al., 2016). Therefore, 
we adapted the Consensual Assessment Technique for our study (Amabile, 1982). We 
asked two software experts to manually review the feedback. Both experts are involved 
in the development of the website for which the user acceptance test has been conducted. 
Thus, they are qualified to evaluate the contributions of the crowd. They independently 
reviewed all test reports by using the same evaluation scheme. The evaluation scheme 
is based on the framework proposed by Blohm et al. (2016) for crowdsourcing and in-
cludes four criteria: relevance, elaboration, feasibility, and novelty. To cover these cri-
teria, we used questions developed by Nørgaard and Hornbæk (2009) who applied them 
analogously for assessing usability feedback in software testing. Hence, they are suitable 
for our study, which is concerned with similar feedback to user acceptance tests. Each 
criterion was rated on a 5-point Likert scale. To validate the ratings of the experts, we 
calculated the weighted Cohen’s Kappa for each criterion (Cohen, 1968).  

Relevance Elaboration Feasibility Novelty 

0.78** 0.76** 0.77** 0.73** 

Note: ** Substantial agreement, see Landis and Koch (1977) 

Table 5: Cohen’s Kappa Statistics 
Source: Own Illustration 

The strength of agreement as listed in Table 5 is substantial (Landis & Koch, 1977) for 
all criteria, indicating that we have reliable quality measures. We used the mean to ag-
gregate the expert ratings. Since we analyze contribution quality as a multidimensional 
construct (Blohm et al., 2016), we followed past research (Barki & Pinsonneault, 2001; 
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Blohm et al., 2010; Gallupe et al., 1992) and calculated a composite score for contribu-
tion quality by averaging the ratings. 

4.2.4 Variables and Measurements 

We draw upon related literature (Jeon et al., 2006; Kim et al., 2006; Liu et al., 2007; 
Otterbacher, 2009; Weimer & Gurevych, 2007) and use the textual features derived in 
section 4.2 as variables to explain and predict the quality of the crowdsourced contribu-
tions. We use two variables (i.e., length and specificity) to account for their contextual 
characteristics and two variables (i.e., readability and spelling) to account for their rep-
resentational characteristics. 

Length. We measure the length of a contribution by counting the total number of words 
per contribution. 

Specificity. We measure the specificity by building the sum of all TF.IDF-indices for a 
contribution. The TF.IDF-index represents a term weighting scheme that accounts for 
the importance of a particular term in the data set based on the term frequency and the 
inverse document frequency (Hotho, Nürnberger, & Paaß, 2005). Generally speaking, 
broad and frequently used terms by the crowd (e.g., “bad” or “design”) will receive 
lower values than more specific terms (e.g., “unintuitive” or “navigation”). For calcu-
lating these TF.IDF-indices, we follow the commonly used bag-of-words approach with 
a vector space model and apply standard preprocessing steps (Feldman & Sanger, 2007). 
More specifically, we tokenize the contributions by breaking them up into individual 
terms. We apply standard transformations to the single terms, including normalization 
(i.e., transforming all characters to lower-case), stop word filtering (i.e., removing terms 
such as articles or prepositions that bear no value for the analysis) and stemming (i.e., 
reducing terms to their root form to avoid duplications) with the Porter stemmer (Porter, 
1980).  

Readability. We follow Ghose and Ipeirotis (2011) as well as Blohm et al. (2016) and 
measure the readability of the text by calculating the Coleman-Liau index (Coleman & 
Liau, 1975) for each contribution. This index captures the complexity of the contribu-
tions by analyzing part-of-speech tags and measuring the average length of their terms 
and sentences. A higher index indicates a better readability for the text. 

Spelling. Finally, we measure irregularities and non-conformance to writing standards 
by counting the number of spelling errors per contribution. In order to ensure that the 
spelling errors were accurately captured, we manually reviewed all 309 contributions. 
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4.3 Models and Results 

4.3.1 Explanatory Regression Analysis 

In this section, we use regression modeling to analyze whether the textual features of 
the contributions are associated with their quality. The length of a contribution, the spec-
ificity of the terms, the readability of the text, and the number of spelling errors represent 
the independent variables. The contribution quality as rated by the experts represents the 
dependent variable. The results are depicted in Table 6.  

Coefficient  Estimate  Std. Err.  t-value  p-value 

(Intercept)  2.890  0.039  74.395  < 2.2e-16 *** 

Length   12.091  0.783  15.451  < 2.2e-16 *** 

Length (poly 2)  -4.730  0.694  -6.813  5.18e-11 *** 

Length (poly 3)  2.930  0.710  4.124  4.82e-05 *** 

Specificity  1.752  0.721  2.429  0.016 * 

Readability  2.333  0.708  3.297  0.001 ** 

Spelling  -1.847  0.814  -2.269  0.024 * 

Note: ***p < 0.001; **p < 0.01; *p < 0.05   
Residual Standard Error: 0.683; R-Sq. (adj.): 0.554; F(6,302): 64.8; p-value: < 2.2e-16 

Table 6: Regression Analysis 
Source: Own Illustration 

It shows that the length (t = 15.451; p = < 2.2e-16) and the readability (t = 3.297; p = 
0.001) of a contribution are highly significant indicators for its quality. Both features 
are positively correlated to the quality of the contribution. Interestingly, as indicated by 
the polynomials, we observe a diminishing marginal utility effect associated with num-
ber of words in a contribution, which seems conceptually reasonable. Writing 55 instead 
of 5 words benefits the contribution more than extending it from 150 to 200 words. 
Regardless of this effect, our results still support H1 which states that the length of a 
textual contribution is positively associated with the quality of the contribution. The 
model also supports H3 and shows that the readability of a textual contribution is posi-
tively associated with the quality of the contribution. Similarly, the specificity of the 
terms (t = 2.429; p = 0.016) and the number of spelling mistakes (t = -2.269; p = 0.024) 
in a contribution are significant indicators for its quality. The former is positively cor-
related to the quality of the contribution. The latter is negatively correlated to the quality 
of the contribution. These results support H2 and H4. The model reveals a high value 



49 

for R2 and explains the quality of the contributions significantly well. We found no ev-
idence that potential effects between the individual contributors and their contributions 
affect our results. We also examined the residuals and found our model to be sound. 
There are no signs of heteroscedasticity nor autocorrelation. The residual show to be 
normally distributed. We can conclude that the proposed variables explain the quality 
of crowdsourced contributions at statistically significant levels. We find support for our 
four hypotheses and will use these findings as the foundation for predictive modeling.  

4.3.2 Predictive Modeling  

Based on the previously analyzed variables, we train and evaluate a classifier that is 
capable of predicting the quality of the contributions and automatically filter them. A 
binary classification allows for a clear selection rule (Blohm et al., 2013) that decides 
on whether the contributions fulfill the quality requirements and are thus eligible to be 
forwarded to the organization for further consideration or whether they are of poor qual-
ity and should be filtered out to not induce unnecessary workload. Hence, we represent 
the evaluation of the contributions as a classification problem. We set the threshold for 
separating high quality from low quality feedback to 3.5, which is comparable to previ-
ous studies conducted for product reviews (Ghose & Ipeirotis, 2011), and labeled the 
contributions. As a result, 83 contributions were classified as high-quality contributions, 
whereas 226 contributions were classified as low-quality contributions. This distribution 
is consistent with findings documented in previous studies on the quality of 
crowdsourced contributions (Blohm et al., 2013; Ghose & Ipeirotis, 2011). We tested 
different classification algorithms and compared the performance of Logistic Regres-
sion, Naïve Bayes, k-Nearest Neighbor, Decision Trees, and Random Forest for this 
study. We found the Random Forest algorithm to perform substantially better in classi-
fying the contributions compared to the other approaches – both regarding the accuracy 
and the receiver operating characteristic. Our findings are consistent with comparative 
experiments conducted for similar classification tasks (Ghose & Ipeirotis, 2011). Thus, 
we focus on the results of the Random Forest algorithm. 

The Random Forest algorithm (Breiman, 2001) builds a large number of decision trees 
with different combinations of the given variables. These decision trees are internally 
trained and evaluated using random subsets of the same data. The Random Forest model 
then averages the decision trees. In this vein, it reduces the variance that comes with 
individual decision trees, provides information about the importance of the variables for 
the classification, and overcomes the risk of overfitting (Hastie, Tibshirani, & Friedman, 
2009). 
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We use 100 decision trees for our Random Forest model and set the cutoff for the 
model’s probability estimates at the standard value of 0.5. To build and evaluate the 
classifier, we followed the widely used k-fold cross-validation approach with 5 folds. 
That is, we randomly split our data set in a stratified manner into 5 subsets. 4 subsets 
are used to train the classifier with the given labels. The remaining subset does not in-
clude the quality labels and is used to evaluate the performance of the classifier by com-
paring the labels predicted by the Random Forest algorithm to the actual labels provided 
by the experts. We measure the accuracy, the sensitivity, the specificity, and the receiver 
operating characteristic (Fawcett, 2006). This procedure is repeated until each split of 
the data set has been used to train and evaluate the classifier.  

The results of the cross-validation reveal an accuracy of 80.03% on average for our 
Random Forest model. Thus, by only using the four variables based on our proposed 
textual features, the algorithm is able to automatically predict the quality of the 
crowdsourced contributions and correctly classify them in over 80% of the cases. The 
classifier shows a very high specificity of 87.73%, indicating that it performs exception-
ally well at recognizing and filtering low quality contributions. As suggested by the 
slightly lower sensitivity measure (60.27%), it is more difficult for the algorithm to 
achieve a high true positive rate. The sensitivity of the classifier can be increased by 
adjusting the cutoff for the probability estimates. Lowering the cutoff by 20% increases 
the classifier’s sensitivity to 75.30%. Naturally, however, this comes at the expense of 
reducing its specificity to 76.56%.  

 

Figure 4: Receiver Operating Characteristic 
Source: Own Illustration 
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The curve of the classifier’s receiver operating characteristic (ROC) is depicted in Fig-
ure 4. It plots the true positive rate against the false positive rate (Fawcett, 2006). The 
diagonally plotted line represents the strategy of randomly guessing the quality of the 
contributions. A classifiers that reaches the upper triangular region of this line exploits 
information in the data and performs better than the random classification strategy 
(Fawcett, 2006). The area under curve (AUC) is equivalent to “the probability that the 
classifier will rank a randomly chosen positive instance higher than a randomly chosen 
negative instance” (Fawcett, 2006, p. 868), making it also equivalent to the Wilcoxon 
test of ranks. Here, the AUC reveals a high value of 0.848. Our classification algorithm 
performs very well. 

 

Figure 5: Variable Importance Plots 
Source: Own Illustration 

Finally, Figure 5 displays the importance of the four proposed variables, measured by 
the mean decrease in accuracy and the mean decrease in node impurity (i.e., Gini index) 
for each variable (Liaw, 2015). All variables were used by the Random Forest algorithm 
and have predictive power. The length of the contribution is by far the most important 
variable for the classification. When aiming for a sparse prediction model, the variable 
“Spelling” may be omitted without risking much worse results. 

4.4 Discussion of Predictive Modeling Results 

The models and results presented in the previous section yield two important findings. 
First, we find support for our hypotheses and show that the length of a contribution, the 
specificity of the terms, the readability of the text, and the number of spelling errors are 
all associated with contribution quality in crowdsourcing at statistically significant lev-
els. Therefore, in a second step, we used the textual characteristics in combination with 
an expert-based baseline measure for contribution quality to train and evaluate an algo-
rithm capable of predicting the contribution quality and classifying the data. Even for a 
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small data set of 309 contributions, our Random Forest classifier achieves an accuracy 
of 80.03%. The algorithm has shown to perform especially well at recognizing and fil-
tering low quality contributions. It outperforms random classification substantially and 
also achieves a much higher accuracy compared to a naïve classifier that would always 
predict the category with the majority of the ratings (i.e., 73.14%). Thus, our Random 
Forest algorithm proves to be very reliable. These findings have valuable implications 
for both researchers and practitioners. 

4.4.1 Theoretical Implications 

To the best of our knowledge, we are the first to show that it is possible to reliably 
explain and predict the quality of contributions in crowdsourcing based on textual fea-
tures of the data alone. We provide empirical evidence for the relationship between both 
contextual and representational characteristics of contributions and their quality in 
crowdsourcing. This indicates that well elaborated and precise solutions, ideas, or sug-
gestions are vital for companies trying to leverage the information submitted by a crowd. 
Furthermore, our results suggest that companies require textual contributions to be pre-
sented in a clear and easily interpretable manner to fully benefit from them. 

Moreover, we contribute a set of models and variables to operationalize these contextual 
and representational characteristics. The models and variables proposed in our study 
have been shown to work well with algorithms capable of automatically assessing and 
classifying textual contributions. In this vein, we provide the foundation for partially 
automating the evaluation of textual data in crowdsourcing, which has frequently been 
requested by related literature. Kittur et al. (2013) emphasized that, while “quality con-
trol is improving for tasks with a closed set of possible answers, we still have few tech-
niques for open-ended work and highly skilled tasks” (p. 7-8). The authors specifically 
asked for studies to analyze potential metrics and propose feasible approaches to predict 
output quality. In crowdsourced software testing in particular, related work has ex-
pressed the need for efficient mechanisms to assess the quality of crowdsourced contri-
butions and automate the evaluation of the data (Zogaj et al., 2014). With our study, we 
close this gap and extend existing research that already uses machine learning and text 
mining algorithms to cluster the variety of topics covered in crowdsourcing projects 
(Barbier et al., 2012; Feng et al., 2015; Rogstadius et al., 2013; Walter & Back, 2013) 
by providing both the appropriate variables and models for an automated evaluation of 
high quality and low quality contributions in the potentially large sets of textual data. 
Regarding the importance of different variables, we found the length of a contribution 
to be the most effective indicator for explaining and predicting its quality. Both the read-
ability of the contributions and the specificity of the terms are positively associated with 
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the quality of the contributions at highly significant levels but reveal only moderate pre-
dictive power for classification algorithms. Interestingly, spelling errors have shown to 
be the least important feature for the classification and may even be omitted for sparse 
models. Therefore, our findings may help researchers in selecting variables for predic-
tive modeling in crowdsourcing.  

4.4.2 Practical Implications 

Our proposed Random Forest classifier allows companies to substantially reduce the 
amount of information that needs to be reviewed manually. It shows that the classifica-
tion algorithm is capable of automatically identifying high quality contributions in large 
data sets and removing those that do not fulfill the quality requirements defined by the 
companies or platforms. In this study, we set the threshold to only include the top 30% 
of the contributions. Hence, the algorithm can make the evaluation of the results sub-
mitted to crowdsourcing projects much more efficient and offers both time and cost 
savings. It is possible to incorporate the algorithm directly as a filter mechanism on the 
platforms or in tools for companies retrieving data from these platforms.  

We also show that the sensitivity and specificity of the Random Forest algorithm can be 
adjusted to fit the preferences of practitioners. As both measures are inherently linked 
to each other, the decision to increase one measure will always come with the trade-off 
of decreasing the other. If the costs of wrongfully rejecting a high quality contribution 
is higher than the cost of wrongfully including a low quality contribution in the evalua-
tion process, this is a trade-off that should potentially be considered.  

Finally, our automated machine learning and text mining approach also contributes to 
practitioners in the domain of software testing. Related work already proposes algo-
rithms that can be used to evaluate technical bug reports more efficiently. For example, 
it is possible to automatically assess the severity of the bug reports (Lamkanfi, Demeyer, 
Soetens, & Verdonckz, 2011) and detect duplicates in the data sets (Runeson, 
Alexandersson, & Nyholm, 2007). As our data stem from crowdsourced software test-
ing, we extend these findings and provide developers with an approach to facilitate the 
evaluation of test reports obtained in user acceptance testing, user experience testing, or 
usability testing. These contributions are typically submitted in a free text format and 
entail a high workload for the developers (Zogaj et al., 2014). Our proposed classifier 
may help developers in evaluating these types of test reports more efficiently. 

4.4.3 Limitations and Outlook 

As with any research, our work does have its limitations. First, the manually assigned 
quality labels used for our data set are inherently dependent upon the rating scales and 
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the subjective judgements of the experts. We attempted to address this issue by using 
scales that have been developed specifically for crowdsourced contributions as analyzed 
in this study (Blohm et al., 2016). Furthermore, we let two experts independently review 
the contributions. The Cohen’s Kappas indicate an intersubjective agreement between 
the experts. Second, the data set stems from a crowdsourcing project in the field of soft-
ware testing. We aimed to provide as much generalizability as possible by choosing a 
user acceptance test setting that yields contributions similar to other crowdsourcing con-
texts that are based on textual data, such as ideas, feedback, or reviews.  

The findings presented in this study may encourage future efforts to analyze the perfor-
mance of the proposed features or models in different crowdsourcing settings and ex-
pand on our initial results. There is still great potential in making the algorithms cost-
sensitive and studying the optimal trade-off between sensitivity and specificity in 
crowdsourcing. Furthermore, as we focused on the textual characteristics of a contribu-
tion, future work may also examine the role of non-textual characteristics and analyze 
features such as the experience or the expertise of the individuals who submitted the 
contributions. Finally, text mining and machine learning methods benefit from large 
data sets. Hence, we need scalable concepts for labeling crowdsourced contributions and 
training algorithms with more data. Addressing these issues would pave the way for 
leveraging the full potential of machine learning in crowdsourcing. 

4.5 Conclusion of Chapter 

The process of manually reviewing and filtering large volumes of textual contributions 
has been a longstanding challenge in crowdsourcing. Given the unstructured format of 
textual data and the diversity of inputs submitted by a crowd, identifying valuable inputs 
and separating them from low quality contributions that cannot be used by the compa-
nies is very time-consuming and cost-intensive. In this study, we propose an approach 
based on the principles of text mining and machine learning to partially automatize this 
process. Our results indicate that it is possible to explain the quality of crowdsourced 
contributions purely based on textual features, such as the length of a contribution, the 
specificity of the words, the readability of the text, and the number of spelling errors. 
We use these textual features in combination with an expert-based baseline measure to 
train and evaluate a classification algorithm that is capable of reliably predicting the 
quality of the contributions and automatically filtering them for companies.  
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5 IDENTIFYING USEFUL IDEAS IN CROWDSOURCING 
This chapter addresses the second research question of the dissertation. The focus lies 
on improvements to the effectiveness of decision making. Existing research shows that, 
when faced with a large number of contributions in crowdsourcing, decision makers 
often attend to only a subset of contributions due to their limited ability to process all 
available information (Piezunka & Dahlander, 2015). This ultimately hampers their abil-
ity to make effective decisions as it becomes increasingly difficult to identify useful 
contributions in the vast pools of data generated by crowds. Thus, this chapter presents 
the results of a study4 that investigated the potential of network analysis and text mining 
to support decision makers in tracking the origin of contributions, analyzing their con-
tent, and ultimately spotting the most useful ones. The chapter is organized as follows: 
First, section 5.1 explains the motivation and objectives of the study in more detail. 
Second, section 5.2 outlines the underlying hypotheses regarding the emergence and 
recombination of knowledge on crowdsourcing platform and explains the methodology 
to test the hypotheses. Third, sections 5.3 and 5.4 describe the results and discuss their 
implications for research and practice. Section 5.5 concludes the chapter. 

5.1 Studying the Emergence of Useful Ideas in Crowdsourcing 

Over the past decades, crowdsourcing has attracted much attention for its competitive 
advantages over traditional work structures in mobilizing distributed workforce and lev-
eraging innovation (Thuan, Antunes, & Johnstone, 2016). In crowdsourcing, an organi-
zation uses an open call to outsource tasks that have previously been performed by ded-
icated employees or contractors to an independent network of people. Compared to tra-
ditional sourcing mechanisms that rely on only few designated agents, crowdsourcing 
deliberately seeks to harness the collective knowledge or creativity of the masses 
(Schenk & Guittard, 2011). It allows organizations to move away from predefined rou-
tines and facilitates the search for distant knowledge outside their existing boundaries 
(Afuah & Tucci, 2012). In consequence, crowdsourcing is currently being applied in a 
variety of different domains, including innovation management (e.g., Leimeister et al., 
2009; Poetz & Schreier, 2012), software development (e.g., Leicht et al., 2017; Stol, 
LaToza, & Bird, 2017), and the humanitarian aid sector (e.g., Barbier et al., 2012; 
Rogstadius et al., 2013). 

 
4 A previous version of this chapter (sections 5.1 to 5.5) has been published in Rhyn et al. (2017). The content has 
been reformatted, modified, and updated for this dissertation.   
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While crowdsourcing offers the potential to search for distant knowledge in a very effi-
cient and effective manner (Afuah & Tucci, 2012), the quantity and complexity of in-
formation impinging on organizations is exceptionally high with this approach. IBM, 
for example, faced more than 46’000 ideas submitted by 150’000 contributors during its 
Innovation Jam (Bjelland & Wood, 2008). Similarly, Dell’s innovation platform 
IdeaStorm has yielded more than 26’000 ideas with over 100’000 comments since its 
inception (Dell, 2017). Given the limited ability of organizations to process information, 
they frequently fail to harness the full potential of crowdsourcing when searching for 
new and useful knowledge in such large pools of contributions. More specifically, 
Blohm et al. (2013) emphasize that crowdsourcing typically yields a large number of 
contributions that only have limited value for organizations and that the search for useful 
suggestions often represents a great challenge on crowdsourcing platforms. Similarly, 
Piezunka and Dahlander (2015) analyzed how 922 organizations responded to contribu-
tions submitted by crowds and found that organizations often miss valuable information 
because they are exposed to an overload of worthless information. They argue that or-
ganizations in crowdsourcing may “succeed in generating a particularly large amount of 
new knowledge, but that they fail to pay attention to the knowledge that has the most 
potential for innovation” (Piezunka & Dahlander, 2015, p. 875). 

In existing literature, little is known about the emergence and evolution of new 
knowledge on crowdsourcing platforms and how organizations may identify contribu-
tions that capture such knowledge. Instead, much research has focused on well-approved 
contributions generated by experienced lead users in a crowd. Li et al. (2016) found that 
popular ideas submitted by contributors with prior experience on crowdsourcing plat-
forms are more likely to be implemented than less popular ideas submitted by unknown 
contributors. Similarly, Schemmann et al. (2016) show that the chance of an idea being 
implemented by an organization increases when the contributor of the idea has previ-
ously examined other crowdsourced ideas and when the idea is popular within the 
crowd. In earlier studies, Huang et al. (2014) observed that contributors on crowdsourc-
ing platforms learn how to come up with promising ideas over time through increased 
participation and peer voting. Bayus (2013) provides evidence that serial contributors 
are more likely to generate an idea that will be implemented than contributors with few 
ideas. However, popular ideas or solutions generated by experienced members of a 
crowd may not be the most useful contributions for organizations seeking to span their 
boundaries and gain new knowledge. Lüthje et al. (2005), for example, show that user-
innovators in crowds almost always use local information to determine the need for new 
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solutions and develop them. Thus, in the words of Piezunka and Dahlander (2015), or-
ganizations that engage in crowdsourcing face the risk of being lured and lulled by their 
crowds – “lured into wasting attention on the process of discerning good ideas from bad, 
and lulled into believing that the ideas expressed most often or most loudly are also the 
best” (p. 876). 

We argue that, in order to find useful contributions in their search for new knowledge 
on crowdsourcing platforms, organizations must analyze the network structure of their 
crowds and monitor the topics that are being discussed among its members. We analyze 
cross-sectional data from a large crowdsourcing platform in Europe and combine statis-
tical approaches from the fields of information retrieval, text mining, and network anal-
ysis to answer the following research question: How do useful contributions emerge and 
evolve on crowdsourcing platforms? We find evidence that such contributions are more 
likely to originate from members with only few effective network ties in the crowd. 
These contributions introduce new information and distant perspectives to the crowd, 
which are then further enriched and combined with local knowledge provided by expe-
rienced members on the platform. We argue that organizations searching for new and 
useful knowledge through crowdsourcing should pay attention to these types of contri-
butions.  

With these findings, our contribution is twofold. For research, we provide an extended 
understanding of how crowdsourcing may be employed for distant search in organiza-
tions. We examine the effects of network relationships and knowledge collaboration on 
the usefulness of crowdsourced contributions and find that simply engaging in 
crowdsourcing in an attempt to span organizational boundaries may not suffice to find 
distant knowledge. We show that, when searching for distant knowledge, it is important 
to differentiate the submitted contributions with regard to their origin in the crowd and 
their similarity to existing knowledge. We also show that useful contributions not only 
emerge from isolated contributions alone but from a combination of different topics 
brought together by members of a crowd. From a practical perspective, our results pro-
vide guidance for crowdsourcing intermediaries or organizations that host their own 
crowdsourcing platforms on how to identify useful contributions in the vast pool of data 
generated by their crowds. Based on our findings, we urge organization not to rely ex-
clusively on common rating scales or voting systems for assessing crowdsourced con-
tributions. Instead, we see great potential in network analysis and text mining to support 
organizations in tracking the origin of contributions in crowdsourcing, analyzing their 
content, and ultimately identifying the most useful ones. 
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5.2 Statistical Analysis of Useful Ideas in Crowdsourcing 

In order to address our research question and empirically test the outlined hypotheses, 
we combine statistical approaches from the fields of information retrieval, text mining, 
and network analysis to examine cross-sectional data retrieved from a crowdsourcing 
platform of a large Swiss organization. All calculations were performed with the R Lan-
guage for Statistical Computing. For processing the textual data and analyzing their con-
tent, we employed algorithms provided by the tm, openNLP, and topicmodels packages. 
The network structure of the crowd was mapped and analyzed using the igraph package. 

5.2.1 Development of Hypotheses 

Organizations can use or host crowdsourcing platforms in an effort to span their organ-
izational boundaries and engage in distant search. The platforms grant them access (i.e., 
provide an interface) to a large and diverse network of people who are willing to con-
tribute their ideas or solutions to a particular problem. However, when searching for 
actually useful contributions and new knowledge on these crowdsourcing platforms, it 
is important to understand how networks of people form around organizations and how 
they create and share knowledge. Thus, for the development of our hypotheses, we draw 
upon theoretical findings from two different streams of research. First, we ground our 
study on prior work in the fields of network theory and problem solving (e.g., Perry-
Smith & Shalley, 2003). That is, we focus on crowdsourcing settings that allow 
knowledge to be shared and jointly developed amongst members of a crowd. A number 
of studies have already employed a network perspective to analyze such connected 
crowds that form around focal organizations or topics (e.g., Lu, Singh, & Sun, 2017; 
Simula & Ahola, 2014; Stephen, Zubcsek, & Goldenberg, 2016). This stream of research 
provides valuable insights on how individuals with different positions in the network 
(i.e., the crowd) introduce new ideas or problem-solving approaches that may represent 
distant knowledge for organizations. A second, relevant stream of research is concerned 
with knowledge collaboration and offers insights on how crowds discuss and enrich 
these initial ideas or solutions to make them useful for organizations (e.g., Faraj, 
Jarvenpaa, & Majchrzak, 2011). 

First, we refer to research in the field of problem-solving and network theory. Existing 
literature in this field generally suggests that individuals have different perspectives on 
problems and employ different heuristics to derive solutions based on their prior expe-
riences and their domain of expertise (cf. Jeppesen & Lakhani, 2010). This is based on 
findings that human problem solving involves the construction of an internal represen-
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tation of the problem and the application of an appropriate heuristic to search for a po-
tential solution (Dunbar, 1998; Jeppesen & Lakhani, 2010). It has been found that indi-
viduals overwhelmingly use familiar knowledge and prior experience in developing so-
lutions to problems they encounter (Jeppesen & Lakhani, 2010; Lovett & Anderson, 
1996; Lüthje et al., 2005). Although expertise in a domain and familiarity with existing 
knowledge may be useful, the most innovative or useful solutions may not necessarily 
be brought up by individuals affiliated with the actual domain of the problem. As shown 
by Jeppesen and Lakhani (2010), individuals that are technically and structurally distant 
from the problem domain “can offer perspectives and heuristics that are novel and thus 
useful for generating solutions to these problems” (p. 1019). They are often naïve with 
regard to the prevailing assumptions or theories in a particular domain (Gieryn & Hirsh, 
1983) and have access to differing knowledge and perspectives compared to individuals 
that are local to the domain. Research also shows that psychological distance greatly 
benefits creativity (Förster, Friedman, & Liberman, 2004; Trope & Liberman, 2010). 
Being remote to a problem and thinking in abstract terms may lead to more diverse and 
original solutions whereas thinking in concrete, technical terms often impedes innova-
tion (Förster et al., 2004). 

These arguments are also supported from a network perspective. Perry-Smith and Shal-
ley (2003) illustrate that mental representations tend to converge in local networks (such 
as crowds) due to common experiences and an increased sharing of redundant infor-
mation. As individuals immerse in a particular network, it becomes more difficult for 
them to see beyond their direct ties, which provide mostly conformant information 
(Perry-Smith & Shalley, 2003). Similarly, as the ties within a network or domain be-
come stronger, conformity will hamper creativity. In consequence, it is argued that per-
spectives drawn from distant positions in a network will likely be more novel relative to 
existing standards within the domain (Perry-Smith & Shalley, 2003).  

Following this stream of research, we hypothesize that individuals with few network ties 
who are not already immersed in the crowd are more likely to provide new paradigms 
or problem-solving approaches to the platform than experienced individuals with many 
network ties in a crowd. Ultimately, these contributions should be more useful for or-
ganizations that search for new and distant knowledge through crowdsourcing. Further-
more, in line with the previous argument, we expect contributions that offer novel in-
formation to be more useful for organizations than contributions that refer to already 
available information. 
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H1. Contributions that are created by members of a crowd with few network ties are 
more likely to be useful for organizations than contributions created by members of a 
crowd with many network ties.  

H2. Contributions that contain novel information are more likely to be useful for organ-
izations than contributions that refer to already available information.  

A second stream of research that provides valuable insights into the development of 
knowledge in crowdsourcing revolves around knowledge collaboration (Faraj et al., 
2011). Existing literature in this field suggests that knowledge usually emerges not from 
a single contribution alone but from a recombination, modification, and integration of 
knowledge provided by different individuals in a network (Ye et al., 2016). Given that 
individuals employ different perspectives and problem-solving heuristics, information 
to develop innovations or solve problems have generally been found to be widely dis-
tributed among many people rather than concentrated among only few prolific individ-
uals (Von Hippel, 2005). When perspectives from distinct fields are brought together 
and combined, the proposed solutions or ideas are argued to have a high potential to be 
novel and deviate from established mindsets (Perry-Smith & Shalley, 2003). Mumford 
and Gustafson (1988) in particular suggest that high levels of creativity usually emerge 
from very different schemata or cognitive structures being combined. Even in design 
science, it is argued that innovation and new knowledge are typically developed from 
an iterative expansion or revision of existing concepts and knowledge during the design 
process (e.g., Braha & Reich, 2003; Hatchuel & Weil, 2009). 

A large number of studies indicate that collectively recombining knowledge is essential 
for developing innovative ideas or problem-solving approaches (e.g., Faraj et al., 2011; 
Ye et al., 2016). Recombination enables crowds to further enrich and develop ideas or 
solutions and aggregate the content for a more in-depth and comprehensive understand-
ing. Furthermore, crowdsourcing greatly benefits from different topics or perspectives 
coming together on the platforms. Exposure to different alternatives or new perspectives 
has been found to trigger a process of using wider categorizations and generating more 
divergent solutions (Kanter, 1988; Perry-Smith & Shalley, 2003). Especially for tasks 
that revolve around the development of alternative ideas, access to diverse knowledge 
and perspectives lead to greater quantities of non-redundant solutions (Chatman, Polzer, 
Barsade, & Neale, 2007; De Dreu & West, 2001; Riedl & Woolley, 2017). In 
crowdsourcing specifically, Riedl and Woolley (2017) observed that crowds coming up 
with useful solutions draw on diverse sets of topics and exhibit less redundancy regard-
ing the exchanged information. The diversity of information in their discussions has 
been found to be much higher. Results presented in a related study conducted by Bayus 
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(2013) points in a similar direction, showing that an individual’s likelihood of generat-
ing promising ideas in crowdsourcing is positively affected by the diversity of his or her 
commenting activity on other ideas. In general, these findings suggest that useful 
knowledge in crowdsourcing may especially emerge from collective contributions pro-
vided by individual members of a crowd that collaborated and became creative (Geiger 
& Schader, 2014; Ye et al., 2016). 

These insights resonate strongly with the previously discussed (re)combination of 
knowledge in search theory (Fleming, 2001). As assumed in H1 and H2, members with 
few network ties in the crowd are likely to introduce novel information, perspectives, or 
problem-solving approaches. Members who have established many network ties and 
who are immersed in the network may combine or recombine this new information with 
local knowledge that has already matured on the platform. They add more in-depth in-
formation to the initial contribution and combine it with different topics or insights that 
have already been accumulated. Thus, we assume that a contribution becomes more 
useful for organizations that search for new knowledge when the crowd combines it with 
novel information and adds depth to it. We also argue that contributions that offer a 
broader scope of perspectives and draw upon a diverse set of topics on the crowdsourc-
ing platform are more likely to be useful for organizations than contributions that draw 
upon a less diverse set of perspectives. 

H3. Contributions whose discussion adds novel information are more likely to be useful 
for organizations than contributions whose discussion refers to available information.  

H4. Contributions that combine information from a broad set of topics on the platform 
are more likely to be useful for organizations than contributions that refer to a narrow 
set of topics. 

Figure 6 depicts the underlying research model of this study. For organizations that 
search for new knowledge on crowdsourcing platforms, we expect the number of net-
work ties a contributor has established in the crowd (H1) to be negatively related to the 
usefulness of a contribution and the novelty of the contribution (H2) to be positively 
related to the usefulness of a contribution. Furthermore, we assume that the usefulness 
of a contribution is positively affected when novel information is added by other mem-
bers of the crowd (H3) and when a broad set of topics are combined (H4). We also 
control for alternative effects that are explained in more detail in the subsequent section 
below.  
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Figure 6: Research Model I 
Source: Own Illustration 

5.2.2 Description of Dataset 

For our study, we use a unique data set retrieved from a German-speaking crowdsourc-
ing platform. The platform is operated by a Swiss transportation and logistics organiza-
tion. Most notably, it revolves around web services and smartphone applications devel-
oped by the organization that include, for example, a ticket purchasing system, times 
schedules, or itineraries. On the platform, members of the crowd may either contribute 
their own ideas or comment and vote on the contributions of others. In addition, the 
organization frequently issues open calls on the platform asking the crowd for their feed-
back or ideas on new product releases. In this way, the platform aims to foster a collab-
orative discourse amongst its users and ensure interaction in the crowd. Thus, the plat-
form hosts a rather stable, slowly growing crowd and does not rely on temporary teams 
or contests with time constraints. The ideas on the platform are continuously reviewed 
and evaluated by a team of 29 administrators. The administrators work for the organi-
zation and are responsible for identifying the most useful contributions for implementa-
tion.  

As of August 2016, the platform has a total of 11’408 registered members in the crowd. 
While it is hosted by the organization and predominantly appeals to its customers, there 
are no prerequisites for joining the crowd. Hence, it represents an open crowd (cf. 
Corney, Torres-Sánchez, Jagadeesan, & Regli, 2010; Zwass, 2010) that includes poten-
tially everyone who’s interested and willing to contribute ideas or comments to the or-
ganization. 1’700 (or 14.9%) of all registered members are active and made at least one 
contribution (i.e., idea, solution, or comment). On average, active members of the crowd 
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made 2.86 (SD: 13.5) contributions on the platform. They receive no monetary compen-
sation for their efforts. However, the organization occasionally awards the most active 
and valuable contributors in the crowd by inviting them to sponsored events or dinners. 

With regard to the contributions, the original dataset retrieved from the platform con-
tained a total of 2’304 ideas and 2’564 comments that discuss them. In preparation for 
the analysis, we cleaned the dataset. First, we removed all ideas and comments that were 
not written in German (i.e., only 2.3% of all contributions). Since we are analyzing the 
content of the contributions with text mining algorithms, this step was necessary in order 
to ensure that the language of our text corpus is uniform and does not confound the 
results. Second, we excluded all responses by the administrators and moderators for our 
analysis. This was done because we are only interested in contributions generated by 
actual members of the crowd and not the organization. The administrators’ responses 
are mostly “standard” responses, for example, to thank the crowd for their contributions. 
Third, we followed the commonly used bag-of-words approach and applied standard 
preprocessing steps in order to make the unstructured, user-generated text in our dataset 
compatible for text mining algorithms (cf. Feldman & Sanger, 2007). That is, we to-
kenized the contributions and broke them up into individual terms. We applied standard 
transformations to the terms, including normalization (i.e., transforming all characters 
to lower-case) and stop word filtering (i.e., removing terms such as prepositions or arti-
cles that bear no value for our analysis). We also excluded extremely scarce terms (e.g., 
terms that were misspelled and, thus, treated as a separate, “new”, terms). Our final 
dataset comprises a total of 1’927 ideas or suggestions for improvements with 1’859 
comments. Of these 1’927 ideas or suggestions for improvements, 258 contributions 
have been implemented by the organization. The dataset has been retrieved in August 
2016 and contains all information since the initial launch of the crowdsourcing platform 
in October 2015.  

The dataset is suitable for our analysis for several reasons. First, the crowdsourcing plat-
form was specifically created by the transportation and logistics provider for the purpose 
of spanning its organizational boundaries and eliciting new ideas or feedback from an 
independent crowd of users on how to improve its products and services. Thus, the ex-
plicit purpose of the platform is to access distant knowledge. Second, as representatives 
of the organization use the platform themselves to evaluate and select useful contribu-
tions, we have reliable expert labels and statuses on which our analysis can be grounded 
(see subsequent section below). Third, we note that the design of the platform and the 
characteristics of our dataset are comparable to those reported in related studies (e.g., 
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M. Li et al., 2016; Schemmann et al., 2016). This should benefit the generalizability of 
our results. 

5.2.3 Variables and Measures 

Usefulness of the Contribution. We use the decision to implement a contribution as our 
dependent variable. Ultimately, the implementation indicates whether a contribution has 
been deemed useful by representatives of the organization for solving a problem or serv-
ing as innovation. In this way, we follow a large number of related studies that have 
already used this rationale to address similar research questions in crowdsourcing (e.g., 
M. Li et al., 2016; Piezunka & Dahlander, 2015; Schemmann et al., 2016) and the notion 
Levitt (1963) who states that “ideas are useless unless used” (p. 79). The decision to 
implement an idea is made by representatives of the organization who serve as admin-
istrators on the platforms. These representatives are responsible for identifying the most 
useful contributions submitted by the crowd. They manually review and evaluate the 
contributions on the platform and assign a status to them depending on their decision. 
Thus, we have reliable labels on whether a contribution has been deemed useful or not. 
The status of a contribution is a binary variable (0 = not implemented, 1 = implemented) 
and has been retrieved from the platform.  

Network Ties of Contributor. To measure the network ties of a contributor, we con-
structed a social network of the crowd on the platform. Each node in the network repre-
sents a member of the crowd. An edge or tie (i.e., a relationship) between two members 
of the crowd was established when two members exchanged information (i.e., when they 
commented or voted on their ideas or solutions). For simplicity, we constructed a non-
directional network. In this way, we followed Hautz et al. (2010) and adopted a weak 
notion of network relationships. We calculate the effective network size (Borgatti, 1997; 
Burt, 1995) for each member of the crowd. The effective network size measures the 
number of ties that a member of the crowd has established in the network while dis-
counting redundant ties. Accounting for redundant ties is important in our case as it can 
affect the type of knowledge that is exchanged between users (i.e., redundant infor-
mation or diverse information from different network relationships). As each contribu-
tion on the platform was created by a member of the crowd, we are able to examine the 
origin of the contribution in the network. Contributions that are created by members of 
the crowd with many effective network ties are characterized by a large effective net-
work size while contributions that are created by members of the crowd with only few 
effective network ties are characterized by a small effective network size.  
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Novelty of Contribution. In order to measure the novelty of information in a contribu-
tion, we process the content of the contribution with text mining algorithms and calcu-
late an aggregated TF-IDF-index. TF-IDF refers to a term weighting scheme in infor-
mation retrieval (Salton and Buckley 1988) that accounts for the importance of a partic-
ular term (i.e., word) in a document (i.e., crowdsourced contribution). It measures the 
frequency of a term in a document normalized by the document length (TF) and multi-
plies this value with the inverse document frequency of the term (IDF). Generally speak-
ing, a term that is frequently used in a contribution but rarely used in other contributions 
on the crowdsourcing platform will receive a high TF-IDF-value. In this way, it is pos-
sible to measure the novelty of the words in a contribution. We aggregated the TF-IDF-
values for all terms in a contribution using the sum. Thus, contributions with a high TF-
IDF-index include more novel information than contributions with a low TF-IDF-index. 
Related studies have already used aggregated TF-IDF-indices to analyze textual contri-
butions in crowdsourcing (Rhyn & Blohm, 2017a; Zhang, Zeng, Wang, Breiger, & 
Hendler, 2016). 

Novelty of Recombined Knowledge. In order to measure the novelty of the recombined 
knowledge, we analyzed the content of the discussions that developed around a contri-
bution. For each contribution, the platform offered the possibility for other members of 
the crowd to add comments and provide their own perspectives or experiences. Thus, 
not only the initial contribution provides information for the organization but also the 
discussion that potentially combines the initial contribution with other perspectives and 
adds novel insights. Consistent with our previous measure, we calculated the average 
TF-IDF-indices of all comments for a contribution in order to measure the novelty of 
this recombined knowledge. Thus, a high TF-IDF-index suggests that, on average, the 
comments in the discussion added more novel information to a contribution than com-
ments in a discussion with a low TF-IDF-index. 

Scope of Recombined Knowledge. In order to measure the scope of the recombined 
knowledge, we analyze the topics that are being addressed in the contributions and their 
discussions. Topics can be interpreted as a distribution of words. A “design” topic, for 
example, will likely include words referring to colors or shapes and less likely include 
words referring to cars or trains. A “transportation” topic, on the other hand, will likely 
include words referring to cars or trains and less likely words referring to colors or 
shapes. We measure the distribution of the topics in a crowdsourced contribution and 
compare it to the average topic distribution on the crowdsourcing platform. Thus, con-
tributions whose topic distribution is similar to the average topic distribution on the 
platform will combine a broad set of topics (i.e., large scope). Contributions whose topic 



66 

distribution is less similar to the average topic distribution on the platform focus on only 
one or few specific domains (i.e., narrow scope). In order to calculate this measure, we 
use topic modeling based on the Latent Dirichlet Allocation (LDA) with a Gibbs sam-
pler (Blei, Ng, & Jordan, 2003). LDA refers to a generative probabilistic model that can 
be used to automatically detect topics that are underlying a collection of text documents 
(i.e., contributions on the platform). The process for detecting and analyzing the topics 
in text documents includes two essential steps. First, we used all contributions and com-
ments created by the crowd to uncover the topics that are present on the crowdsourcing 
platform. Based on the approaches proposed by Griffiths and Steyvers (2004) and Arun 
et al. (2010), we found 36 topics on our platform, which are outlined in more detail in 
the discussion section below. In a second step, it is possible to assign each individual 
contribution with probabilities for addressing each topic. The distribution of topics can 
be represented by a vector. We used the cosine similarity to calculate the similarity be-
tween the topic vector of a contribution with its discussion and the mean topic vector on 
the platform. The cosine similarity has been found to be a valid measure for the similar-
ity of posterior distributions as retrieved in topic modeling (Niekler & Jähnichen, 2012). 
In this vein, the measure is also akin to the concept of information diversity as used in a 
related study by Riedl and Woolley (2017). 

Control Variables. We use several additional variables to control for alternative effects 
that could influence the likelihood of a contribution being implemented by the organi-
zation. First, as shown by related literature (e.g., M. Li et al., 2016; Schemmann et al., 
2016), popular ideas have a higher chance of being implemented by organizations than 
less popular ideas. Thus, on our platform, the voting behavior of the crowd might have 
influenced the decision of the administrators to implement a contribution. We account 
for this effect by including the number of votes per contribution as a control variable. 
Second, since we are analyzing cross-sectional data, older contributions have had more 
time to being discussed and noticed by the crowd or the administrators than contribu-
tions that have been submitted just recently. We control for this effect by measuring the 
time (in number of days) a contribution has been on the platform. Third, it is possible 
that a certain type of contribution is deemed more important and thus prioritized by the 
organization for implementation. On our platform specifically, the crowd was able to 
submit contributions that address two categories: ideas and problems (e.g., with using 
the organization’s smartphone application or ticketing system). We control for the cat-
egory in which the contribution was submitted by using a dummy variable (0 = idea, 1 
= problem).  
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The descriptive statistics and the correlation matrix for the variables in our study are 
listed in Table 7 and Table 8. Most importantly, the correlations and the variance infla-
tion factors for our independent variables, which range from 1.010 (for the novelty of 
the contribution) to 1.220 (for the votes), raise no concerns for multicollinearity. 

 Mean Std. Dev. Min. Max. 

Dependent Variable     

Usefulness of Contribution 0.13 0.34 0 1 

Independent Variables     

Network Ties of Contributor 5.13 23.71 0 178.75 

Novelty of Contribution 2.65 0.88 0.27 6.87 

Novelty of Recombined Knowledge 0.27 0.52 0 4.56 

Scope of Recombined Knowledge 0.92 0.08 0.28 0.99 

Control Variable     

Votes 2.77 9.79 0 218 

Time 91.38 84.70 0 274 

Category 0.36 0.48 0 1 

Table 7: Descriptive Statistics I 
Source: Own Illustration 

 (1) (2) (3) (4) (5) (6) (7) (8) 

1) UC 1        

2) NTC -0.04 1       

3) NC 0.07*** -0.11*** 1      

4) NRK 0.07*** 0.00 0.00 1     

5) SRK -0.01 -0.08*** 0.04* -0.25*** 1    

6) VT 0.15*** -0.01 0.04 0.14*** -0.19*** 1   

7) TI -0.29*** -0.03 -0.01 -0.04* 0.06** -0.21*** 1  

8) CAT 0.08*** 0.01 0.02 0.12*** -0.08*** -0.16*** 0.04* 1 

Note: ***p<0.01; **p<0.05; *p<0.10; UC = Usefulness of Contribution, NTC = Network Ties of 
Contributor, NC = Novelty of Contribution, NRK = Novelty of Recombined Knowledge, SRK = 
Scope of Recombined Knowledge; VT = Votes; TI = Time, CAT = Category 

Table 8: Correlation Matrix 
Source: Own Illustration 
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5.3 Models and Results  

Given that the dependent variable is binary, we use binary logistic regression to analyze 
the dataset and test our hypotheses. Our full model reads as follows: 

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
1

1 + 𝑒𝑒−(𝛽𝛽0+𝛽𝛽1∙𝑥𝑥1+𝛽𝛽2∙𝑥𝑥2+𝛽𝛽3∙𝑥𝑥3+𝛽𝛽4∙𝑥𝑥4+𝛽𝛽5∙𝑥𝑥5+𝛽𝛽6∙𝑥𝑥6+𝛽𝛽7∙𝑥𝑥7+𝜀𝜀) 

where β0 represents the constant term, x1 represents the effective network ties of the 
contributor, x2 represents the novelty of the contribution, x3 represents the novelty of the 
recombined knowledge, x4 represents the scope of the recombined knowledge, x5 repre-
sents the votes, x6 represents the time, and x7 represents the category. The β-coefficients 
can be interpreted as the change in log odds for a one unit change in the variables. The 
error term is represented by ε. The results of the logistic regression are listed in Table 9. 
We report the coefficients, the standard errors, and the Wald statistics to assess the sig-
nificance of the coefficients. The Maximum-Likelihood-Estimation (MLE) method was 
used to estimate the coefficients. Since some contributions were created by the same 
person in the crowd, we ran our analysis with clustered robust standard errors to control 
for potential dependencies. This approach has been widely used by related studies to 
control for similar effects (e.g., M. Li et al., 2016; Schemmann et al., 2016). 

 Est. S.E. Wald Z 

Intercept -3.526 1.030 -3.42*** 

H1: Network Ties of Contributor -0.009 0.003 -3.45*** 

H2: Novelty of Contribution 0.205 0.082 2.49** 

H3: Novelty of Recombined Knowledge 0.310 0.144 2.15** 

H4: Scope of Recombined Knowledge 1.737 1.042 1.67* 

Control: Votes 0.019 0.012 1.66* 

Control: Time -0.016 0.002 -9.76*** 

Control: Category 0.735 0.162 4.53*** 

Pseudo R-Sq.1 0.228 

Chi-Sq.  255.91*** (df = 7) 

Note: ***p<0.01; **p<0.05; *p<0.10; 1 Nagelkerke (1991) 

Table 9: Results of the Logistic Regression 
Source: Own Illustration 

As shown in Table 9, the test of our logistic regression model against the constant-only 
model is highly statistically significant (Chi2(7) = 255.91, p < 0.00). The Nagelkerke’s 
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Pseudo R2 amounts to 0.228 (Nagelkerke, 1991). All hypotheses with the exception of 
H4 are supported at highly significant levels of p < 0.05. For H4, we only find support 
at a confidence level of p < 0.10 but not at a confidence level of p < 0.05. The coeffi-
cients listed in Table 9 can be exponentiated and interpreted as odds ratios. The follow-
ing paragraphs discuss these odds ratios and summarize our findings with regard to our 
hypotheses. 

In H1, we hypothesized that contributions that are created by members of a crowd with 
few network ties are more likely to be useful for organizations than contributions created 
by members of a crowd with many network ties. Indeed, we find that the odds of a 
contribution being implemented decreases by 0.90% (β = -0.009; p = 0.001) for every 
one unit increase in a user’s effective network size on the platform. In essence, this 
suggests that, as contributors become more immersed in the crowd and exchange a lot 
of information with other users, they become familiar with dominant perspectives on the 
platform and are less likely to come up with new contributions that are useful for organ-
izations. The effect is statistically significant (p < 0.05).  

In H2, we hypothesized that contributions that contain novel information are more likely 
to be useful for organizations than contributions that refer to already available infor-
mation. Our results reveal that, for every one unit increase in the TF-IDF-index, the odds 
of a contribution being implemented increase by 22.75% (β = 0.205; p = 0.013). This 
shows that contributions which include a lot of terms that are rarely used in other con-
tributions (i.e., contributions that offer novel information) are more likely to be useful 
for organizations than contributions that include rather common terms (i.e., contribu-
tions that refer to already existing information). The effect is statistically significant as 
well (p < 0.05). 

In H3, we hypothesized contributions whose discussion adds novel information are more 
likely to be useful for organizations than contributions whose discussion refers to avail-
able information. We find that, for every one unit increase in the average TF-IDF-index 
for a discussion, the odds of a contribution being implemented increase by 36.34% (β = 
0.310; p = 0.031). This goes to show that not only the initial contributions are important, 
but also the discussions that develop around them. A contribution becomes more useful 
for organizations when the crowd combines it with novel insights and further enriches 
the content. The effect is statistically significant (p < 0.05). 

In H4, we hypothesized that contributions that combine information from a broad set of 
topics on the platform are more likely to be useful for organizations than contributions 
that refer to a narrow set of topics. On a confidence level of p < 0.10, it shows that if the 
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distribution of the topics in a contribution perfectly matches the broad distribution of 
topics on the whole platform (i.e., reach a perfect value of 1), the contribution would be 
5.68 times more likely to be implemented than contributions whose topic distribution 
refers to a more narrow set of topics (β = 1.737; p = 0.096).  

The results presented in Table 9 also illustrate the importance of the control variables. 
Both the control variable for the time effect and the control variable for the category are 
highly statistically significant. The control variable for the votes is statistically signifi-
cant at a confidence level of 0.10. Thus, contributions with a higher number of votes are 
more likely to be implemented than contribution with a lower number of votes. Con-
sistent with prior work (e.g., M. Li et al., 2016; Schemmann et al., 2016), this indicates 
that the voting behavior of the crowd influences the decision of organizations to imple-
ment ideas. Second, recently submitted contributions are less likely to be implemented 
by the organization than older contributions. This can be explained by the fact that older 
contributions have had more time to be discussed, enriched, and selected by the admin-
istrators than recently submitted contributions. Furthermore, it takes time to implement 
contributions. These findings are also consistent with prior studies (e.g., Schemmann et 
al., 2016). Table 9 also shows that it is important to control for the category of the con-
tribution. Contributions that address problems (e.g., ticket purchasing system not work-
ing, crashes of the organization’s mobile application) are more likely to be implemented 
by the organization than ideas. Finally, we also conducted an additional robustness 
check and reran our model using centrality measures (i.e., the degree centrality) instead 
of the effective network size as an indication of an individual’s connections in the crowd. 
The results remain consistent and show that contributions created by members of a 
crowd with a low degree centrality are more likely to be useful for organizations than 
contributions created by members of a crowd with a high degree centrality.  

5.4 Discussion of the Emergence of Useful Ideas in Crowdsourcing 

The results of our study yield several important findings. First, they indicate that useful 
contributions typically originate from individuals with only few network ties in the 
crowd and that these contributions generally introduce new information to the platform. 
Both effects are statistically significant and correspond to theoretical insights from the 
fields of problem solving and network theory. These effects suggest that contributions 
created by members of a crowd who are not already immersed in the network offer novel 
insights and perspectives. Thus, they are especially useful for organizations in their 
search for new knowledge on crowdsourcing platforms. Similar findings have already 
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been documented by Jeppesen and Lakhani (2010) who note that that technical and so-
cial marginality are positively related to problem-solving success in crowdsourcing. 
However, the results of our study also emphasize the effects of collaboration and 
knowledge sharing on crowdsourcing platforms that foster interaction between members 
of crowd. As members of a crowd become more familiar with both their peers and the 
organization, an increased exchange of mostly local information seems to lead to a con-
vergence of perspectives or cognitive schemata that ultimately stifles their creativity and 
problem-solving capabilities (Perry-Smith & Shalley, 2003). It is also likely that the 
problem representations of members in the crowd become more confined and concrete 
as their knowledge and expertise in the crowd grows. Such effects have typically been 
found to impede diverse solutions and innovation (Förster et al., 2004; Marsh, Ward, & 
Landau, 1999). Another potential explanation is given by related research suggesting 
that users typically have only a few truly innovative ideas or solutions to offer before 
they begin to generate less innovative contributions and provide redundant information 
(Bayus, 2013; Von Hippel, 2005). Our findings hint that such effects can also be ob-
served on crowdsourcing platforms, which are often specifically used or created by or-
ganizations for the purpose of searching for distant knowledge (Afuah & Tucci, 2012). 
Organizations should be aware that, especially when hosting their own crowdsourcing 
platforms with dedicated crowds, increased participation, feedback, and peer-voting sys-
tems may quickly lead to bounded rationalities and local knowledge bases. Thus, it 
might not always be recommended to rely exclusively on rating scales or preference 
markets in crowdsourcing when searching for distant knowledge (cf. Blohm et al., 
2016), as they might be biased by these bounded rationalities on the platforms. As shown 
by our results, both the structural origin of a contribution in a crowd as well as the textual 
characteristics of its content can be used as additional measures to identify potentially 
useful contributions in crowdsourcing. We argue that organizations searching for useful 
contributions should pay special attention to novel information provided by new mem-
bers in a crowd who have not yet made strong connections to representatives of the 
organization or peers within the crowd.  

Second, our study also reveals important insights on how knowledge is absorbed, re-
combined, and enriched by crowds on crowdsourcing platforms. In traditional group 
settings, some studies suggest that information diversity and the integration of different 
perspectives may derail discussions or lead to coordination problems. Cronin and 
Weingart (2013), for example, argue that diversity bears the risk of making it more dif-
ficult for groups to develop a shared understanding and communicate efficiently and 
effectively. Similarly, van Knippenberg et al. (2004) show how group diversity can lead 
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to social categorizations. In the case of crowdsourcing, however, we found organizations 
to greatly benefit from different topics or perspectives coming together on the platforms. 
Consistent with related research (e.g., Faraj et al., 2011; Ye et al., 2016), our findings 
suggest that (re)combining different perspectives enables crowds to enrich and further 
develop ideas or solutions for organizations. On our platform specifically, we detected 
36 topics that are underlying the contributions and comments created by the crowd. As 
the platform is hosted by an organization in the transportation and logistics sector, the 
topics relate to rather particular aspects in this domain, such as “tickets”, “connections”, 
“calendar”, or “time tables”. Across the platform, we note a relatively even distribution 
of the topics with around 3% per topic. Our results suggest that contributions whose 
discussion resembles this distribution and combines a diverse set of topics are more 
likely to be implemented than contributions whose discussion focuses on only one or 
few specific topics. For example, in one of the most commented, implemented idea, a 
member of the crowd suggested that the smartphone application, which the transporta-
tion and logistics provider offers to its customers, should automatically track the time 
and location when travelling by train. The user argued that this would make it easier to 
check for connections and platforms of departure and arrival. The idea was then taken 
up by other members of the crowd who linked the suggestion to different topics and 
became creative, for example, by proposing how the design should look like or how 
push notifications may be used for even more convenience. Furthermore, it was also 
discussed whether the idea is technically feasible and how it could be implemented. In 
addition, we do find statistically significant evidence that contributions whose discus-
sion fosters new information and make the crowd become creative are more likely to be 
useful for organizations than contributions whose discussion is only based on existing 
information.  

Taken together, this suggests that organizations searching for new knowledge on 
crowdsourcing platforms should not only pay attention to the contributions themselves, 
but also how these contributions are being discussed and developed by the crowd. Con-
tributions provided by individuals with few network ties are likely to introduce new 
information and perspectives which can then be combined or recombined in a creative 
process with local knowledge by already experienced and immersed members in the 
crowd. Our findings suggest that when information or insights from different perspec-
tives and topics are brought together and combined on crowdsourcing platforms, the 
related contributions and the information exchange around these contributions are espe-
cially useful for organizations. These findings also resonate with insights from search 
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theory emphasizing the role of knowledge combination and recombination for organi-
zations (e.g., Fleming, 2001; Fleming & Sorenson, 2004). Thus, our results entail a num-
ber of important theoretical and practical implications. 

5.4.1 Theoretical Implications 

From a theoretical perspective, we are able to contribute novel insights for both search 
theory and research on crowdsourcing. In recent years, a large body of literature on 
search theory has emphasized the importance of spanning organizational and technolog-
ical boundaries in order to find distant knowledge (Katila & Ahuja, 2002; Katila et al., 
2012; Rosenkopf & Nerkar, 2001). The interaction with external sources has been 
deemed especially promising for coming up with innovative ideas or solving existing 
problems in organizations (e.g., Chesbrough, 2003). As a result, novel, IT-facilitated 
approaches for distant search, such as crowdsourcing, have emerged (Afuah & Tucci, 
2012). Crowdsourcing platforms offer organizations an interface to access knowledge 
distributed amongst large and diverse networks of people. They serve as focal points in 
this distributed network at which knowledge emerges and evolves.  

Based on our findings, however, we argue that simply engaging in crowdsourcing or 
building crowdsourcing platforms in an attempt to span organizational boundaries may 
not suffice to find new and distant knowledge. The result presented in this study suggest 
that, even on crowdsourcing platforms, increased participation, feedback, and infor-
mation sharing may lead to dominant schemata and mindsets which, ultimately, create 
local knowledge bases. Similar effects have already been described by Laursen (2012) 
and Christensen (1997) who argue that searching across organizational boundaries not 
always implies distant search, since existing customers require organizations to follow 
established trajectories – even when novel opportunities emerge. We find that it is im-
portant to differentiate the contributions with regard to their origin and their content 
when searching for distant knowledge on crowdsourcing platforms.  

Furthermore, the results of our study underline the importance of knowledge recombi-
nation for distant search (cf. Fleming, 2001; Fleming & Sorenson, 2004; Hargadon & 
Sutton, 1997) and extend its understanding in crowdsourcing. Our findings suggest that 
useful ideas and solutions not only emerge from isolated contributions alone but from a 
combination of different topics brought together by members of a crowd. Distant con-
tributions from new users are likely to trigger such discussions and make the crowd 
mobilize its knowledge and become creative. As much as novel inputs and perspectives 
are important in crowdsourcing for the elicitation of distant knowledge, as much is the 
additional development and discussion of these inputs by experienced users in the crowd 
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important. These individuals are familiar with the already accumulated knowledge base 
on the platform and may combine novel ideas or solutions with existing elements. Prior 
research has already discussed that combinations of existing knowledge elements 
(depth) with new ideas (scope) are likely to create unique solutions that can be commer-
cialized (Katila & Ahuja, 2002; Winter, 1984). It shows that crowdsourcing can be em-
ployed as a mechanism to orchestrate these processes with knowledge distributed 
amongst large networks of people. 

Finally, from a network perspective, our study also touches upon the classic problem of 
weak and strong ties in the context of innovation and knowledge sharing (Granovetter, 
1973, 1983). Our results suggest that novel information is likely to be solicited from 
members of the crowd who are not yet highly embedded and connected in the network 
but may bring diverse perspectives from outside the community to the platform. This is 
consistent with findings presented in earlier research conducted by Hargadon and Sutton 
(1997) and Lingo and Mahony (2010). Individuals who are not (yet) connected to re-
dundant sources of information may serve as knowledge brokers and draw analogies or 
introduce new knowledge to a particular field or network. Hence, they have unique in-
formational benefits compared to those who are structurally central and immersed in the 
network (Lingo & O’Mahony, 2010). However, when complex or diverse knowledge 
needs to be shared and further developed, strong ties become more advantageous. Han-
sen (1999), for example, shows that weak interunit ties help project teams to search for 
useful knowledge in other subunits but impede the transfer of complex knowledge, 
which requires rather strong ties. In crowdsourcing, we found similar effects. New and 
useful knowledge initially emerges from ideas or solutions provided by members of the 
crowd who have not yet established a large number of connections in the network and 
are able to provide novel information to the crowd. Immersed users, on the hand, may 
add to these contributions by integrating and transferring complex and local knowledge 
through discussions. 

5.4.2 Practical Implications 

There are a number of practical implications that can be drawn from our results. First, 
our result show that useful ideas and solutions are often created by new members in a 
crowd with only few effective network ties. While it is common for organizations to pay 
special attention to lead users and follow suggestions that are popular in their established 
networks, we propose that organizations seeking to gain access to distant knowledge 
through crowdsourcing should rather focus on contributions that are generated by less 
immersed members of the crowd. Especially on well-established platforms with stable 
crowds, using rating scales and voting systems alone may not be the most appropriate 
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mechanisms to identify such contributions. Instead, integrating crowdsourcing plat-
forms with novel business analytics that offer capabilities for social network analysis, 
text mining, and topic modeling could bridge this gap. Based on our findings, we see 
great potential in these technologies to support organizations in tracking the origin of 
contributions in crowdsourcing, analyzing their textual characteristics, and ultimately 
identifying the most innovative ones. We propose that organizations should delve deeper 
into such possibilities and make use of novel business analytics or decision support sys-
tems when engaging in crowdsourcing. 

Second, our results also offer valuable implications for managing crowds and collabo-
ration on crowdsourcing platforms. The results of this study not only emphasize the 
importance of an initial idea but also the importance of the discussion that unfolds 
around these contributions. We show that contributions are more likely to be useful for 
organizations when they spur an exchange of diverse information and when they com-
bine a broad set of topics. This is especially relevant for crowdsourcing intermediaries 
or organizations that host their own platform. Based on our findings, we urge organiza-
tions to encourage the exchange of information between different members of the 
crowds and integrate incentives for collaboration. We find crowdsourced contributions 
to be especially useful for organizations when they combine information from a broad 
range of topics and when the members of a crowd become creative. As unfamiliar and 
novel information may trigger this creative process, we also suggest that organizations 
should actively advertise ideas or solutions generated by newer users on the platform, 
for example, by using recommender systems that promote particularly innovative ideas 
for further discussion. In line with our first practical implication, not only the most pop-
ular and frequently voted contributions should be endorsed by organizations, but also 
contributions that deviate from well-established patterns.  

Finally, our study may serve as the starting point for developers of such business ana-
lytics or recommender systems to design and customize related models on crowdsourc-
ing platforms. We provide a set of variables that have been found to be statistically 
significant predictors for innovative contributions in our study. These variables are 
based on relatively simple measures, such as the users’ effective network size in social 
network analysis or the TF-IDF-index in information retrieval. They may be used as a 
foundation or addition for predictive modeling. We thus encourage practitioners to build 
upon our findings and develop more sophisticated algorithms or models to facilitate the 
evaluation of large amounts of contributions on crowdsourcing platforms with related 
business analytics or decision support systems. 
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5.4.3 Limitations and Outlook 

As with all research, the results and implications presented in this study should be re-
garded in light of its limitations. First, we analyze crowds from a network perspective 
in this study. The effects described and examined in our study are inherently based on 
interactions that unfold on crowdsourcing platforms. Hence, an important boundary con-
dition of this study is that there are connections between members of a crowd and that 
crowds can be treated as networks of people. As for platforms or crowdsourcing settings 
with little interaction between contributors, our findings might be less applicable. For 
future research, it would thus be interesting to further study how different forms of col-
laboration or interaction on crowdsourcing platforms affect the emergence and recom-
bination of distant knowledge. Our findings should be viewed as initial insights from a 
collaborative crowdsourcing setting.  

Second, this study examines crowdsourcing in an organizational setting. Thus, we focus 
on a context that leverages crowdsourcing as an approach for distant search in order to 
harness knowledge outside existing, organizational boundaries (Afuah & Tucci, 2012). 
Furthermore, it must be noted that our results are based on data retrieved from a 
crowdsourcing platform hosted by a transportation and logistics provider. While the 
characteristics of the dataset and the platform are similar to those reported in related 
studies (e.g., M. Li et al., 2016; Schemmann et al., 2016), there is still the possibility 
that our findings may not apply to every other industry or application of crowdsourcing 
to the same extent (e.g., for local governments; see Masdeval & Veloso, 2015). In this 
sense, additional data from more diverse crowdsourcing platforms would greatly benefit 
the generalizability of our findings. Especially with regard to topic distributions, we 
expect that platforms hosted by intermediaries who specifically target a broad and di-
verse crowd may benefit much more from a combination or recombination of knowledge 
brought together from different domains. In our study, this effect could not be empiri-
cally supported at a significance level of 0.05 but only the 0.10 level.  

Third, our results are based on a cross-sectional study of the data. Thus, we measured 
the characteristics of the contributions at a particular point in time on the platform. While 
cross-sectional analyses are also commonly applied in related studies (e.g., M. Li et al., 
2016; Schemmann et al., 2016), they provide only a static perspective on the dataset and 
the underlying effects. Another interesting perspective on where and how distant 
knowledge emerges in crowdsourcing or other distributed networks may be achieved by 
conducting longitudinal studies or using survival analysis. This dynamic perspective 
represents a promising avenue for future research to analyze in more detail how 
knowledge or topics emerge and evolve on crowdsourcing platforms over time.  
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Fourth, future research may examine in more detail how crowdsourcing platforms and 
evaluation processes for crowdsourced contributions should be designed. Based on this 
study, we argue that rating scales and voting systems may not be the most adequate 
mechanisms for identifying innovative contributions as their results are prone to being 
biased by already familiar perspectives and popular opinions amongst experienced 
members of the crowds. Thus, it would be interesting for future research to investigate 
how IT-supported processes with systems capable of tracking the origin of 
crowdsourced contributions and analyzing their textual characteristics may support or-
ganizations in their evaluation of large amounts of ideas and solutions on their platforms. 
From a theoretical perspective, we also urge future research to delve deeper into the 
possibilities of assessing and measuring innovative contributions in crowdsourcing. For 
example, studies may use textual features, similarity measures, or redundancy indices 
as proxies for the innovativeness of contributions on crowdsourcing platforms.  

5.5 Conclusion of Chapter 

Crowdsourcing represents a powerful approach for organizations to engage in distant 
search and mobilize knowledge distributed amongst a diverse network of people. While 
organizations generally succeed in generating large amounts of new knowledge on 
crowdsourcing platforms, it represents a latent challenge to find useful contributions that 
have the potential to actually solve problems or serve as innovation. In existing litera-
ture, little attention has been paid to the emergence and evolution of new knowledge on 
crowdsourcing platforms and how organizations may identify contributions that capture 
such knowledge. In this study, we address this gap by analyzing cross-sectional data 
from a large crowdsourcing platform in Europe and combining statistical approaches 
from the fields of network analysis and information retrieval to empirically test a set of 
hypotheses. We find that new and useful contributions are typically created by individ-
uals who have not (yet) established a large number of network ties in the crowd. They 
have unique informational benefits compared to those who are already immersed in the 
network. However, their contributions become especially useful when they are further 
enriched and combined with local knowledge provided by experienced members on the 
platforms. For researchers in the fields of distant search, knowledge collaboration, and 
crowdsourcing, we provide a more thorough understanding on how network relation-
ships and information sharing affect the emergence and evolution of knowledge on 
crowdsourcing platforms. From a practical perspective, we offer guidance for 
crowdsourcing intermediaries or organizations that host their own crowdsourcing plat-
forms on how to identify potentially useful contributions in the vast pool of data gener-
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ated by their crowds. We see great opportunity for business analytics to support organ-
izations in tracking the origin of contributions in crowdsourcing, analyzing their textual 
characteristics, and ultimately identifying the most useful ones. In light of these insights, 
organizations may leverage distant search on crowdsourcing platforms to its fullest ex-
tent. 

 

  



79 

6 THE EFFECTS OF COLLABORATION IN CROWDSOURCING 
This chapter5 addresses the second research question of the dissertation. The focus lies 
on improvements to the effectiveness of decision making. It extends the findings pre-
sented in chapter 5 and examines how collaboration affects the creative performance of 
individuals in crowds over time. In this way, the findings may help to better understand 
how collaboration in crowds affects the emergence of valuable contributions. The chap-
ter is organized as follows: First, section 6.1 explains the motivation and objectives of 
the study in more detail. Second, section 6.2 outlines the underlying hypotheses regard-
ing the effects of collaboration on an individual’s creative performance in an online 
crowd. Third, section 6.3 explains the methodology to test these hypotheses and reveals 
the results. Fourth, section 6.4 discusses the implications of the results for research and 
practice. Finally, section 6.5 concludes the chapter with a short summary. 

6.1 Understanding the Effects of Collaboration in Crowdsourcing 

Spurred by the growing relevance of crowdsourcing in recent years, there have been 
increasing efforts in research to understand how collaboration affects the creativity of 
individuals in online crowds (e.g., Bayus, 2013; Faraj et al., 2011; Huang et al., 2014; 
Majchrzak & Malhotra, 2016; Ransbotham, Kane, & Lurie, 2012). However, existing 
findings in this field are mixed. A large group of studies provide evidence that collabo-
ration in crowds serves as a crucial prerequisite for eliciting creative solutions to inno-
vation problems (e.g., Faraj et al., 2011; Majchrzak & Malhotra, 2016; Von Hippel, 
2005). The general consensus found in these studies is that creative outcomes are likely 
to occur when perspectives from distinct fields are brought together, discussed, and 
jointly developed in a crowd (Faraj et al., 2011). A second group of studies take a dif-
ference stance and suggest that collaboration is prone to hamper creativity (e.g., Perry-
Smith & Shalley, 2003; Stephen et al., 2016). According to related research, collabora-
tion may lead to a convergence of mental representations (Perry-Smith & Shalley, 
2003), an assimilation to popular ideas (Stephen et al., 2016), and a fixation on dominant 
themes (Goldenberg, Lehmann, & Mazursky, 2001). A third group of studies present 
evidence that collaboration is beneficial only up to a certain threshold, after which the 
positive effects begin to reverse (Uzzi & Spiro, 2005). 

Given these mixed results, it is difficult to draw a comprehensive picture of how collab-
oration affects an individual’s creative performance and his or her ability to solve inno-
vation problems in crowds. In this study, we address this gap and answer the following 

 
5 This chapter builds upon prior research published in Rhyn et al. (2017). It extends the findings with a new study 
that includes new hypotheses, a new research model, new data, and new contributions for the dissertation. 
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research question: How does collaboration affect an individual’s creative performance 
in an online crowd? We argue that, as individuals collaborate, they are exposed to per-
spectives of their peers and become assimilated to dominant paradigms in a crowd. Our 
core hypothesis is that this assimilation to dominant paradigms changes the manner in 
which individuals become creative and are able to solve innovation problems with their 
ideas. We refer to Nagasundaram and Bostrom’s (1994) notion of paradigm-relatedness 
and hypothesize that, over time, collaboration decreases individuals’ ability to create 
value through paradigm-modifying (PM) ideas but increases their ability to create value 
through paradigm-preserving (PP) ideas. The former represent radical shifts in a para-
digm while the latter represent gradual improvements in a paradigm. In other words, we 
believe that, over time, collaboration makes individuals gradually change from innova-
tors, who perform well at challenging paradigms and introducing novel solutions 
through their ideas, to adaptors, who perform well at refining paradigms and building 
upon existing solutions with their ideas (Nagasundaram & Bostrom, 1994). 

We test our theory with a unique longitudinal dataset that captures over 8 years of ac-
tivity by a crowd of 7’832 individuals who developed 222’259 ideas and comments to 
solve 476 innovation problems issued by different organizations. We combine statistical 
approaches from the fields of network analysis and text mining to examine how individ-
uals in the crowd collaborated and how the content of their ideas relates to paradigms in 
the crowd. Based on a multilevel mediation analysis, we study the effects of collabora-
tion on an individual’s ability to create paradigm-modifying and paradigm-preserving 
ideas and, thus, on their creative performance in solving innovation problems. Our re-
sults show that, over time, collaboration (1) decreases an individual’s ability to make 
paradigm-modifying ideas but (2) increases his or her ability to make paradigm-preserv-
ing ideas. That is, collaboration makes individuals change from innovators to adaptors 
over time. Importantly, however, both innovators and adaptors are able make valuable 
contributions to innovation problems in their respective way. 

These results have a number of important theoretical implications for research on crea-
tivity, knowledge collaboration, and crowdsourcing. First, we contribute to creativity 
research by explaining how collaboration changes the manner in which individuals are 
able to operate within – or challenge – paradigms and thus become creative when em-
bedded in an online crowd. Second, we contribute to research on knowledge collabora-
tion by unraveling the effects of collaboration on problem solving in creative tasks. Our 
findings show two opposing effects that unfold over time and may help to bridge the 
gap between hitherto mixed findings presented in related research. Third, we contribute 
to research on crowdsourcing by identifying important limitations of this approach for 
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developing innovations. We show why crowds are prone to develop dominant para-
digms over time and thus become less capable of coming up with truly innovative, par-
adigm-modifying ideas in the long run.  

6.2 Development of Hypotheses 

For the development of our hypotheses, we draw upon prior work on knowledge collab-
oration and creativity research. Knowledge collaboration in this context is defined as 
“individual acts of offering knowledge to others as well as adding to, recombining, mod-
ifying, and integrating knowledge that others have contributed” (Faraj et al., 2011, p. 
1224). While in a pairwise interaction this would be referred to as a conversation 
(Tsoukas, 2009), online crowds rely on temporal strings of posts on IT-based platforms 
that form “knowledge-sharing trajectories” (Majchrzak & Malhotra, 2016). Extending, 
recombining, modifying, and integrating knowledge in these trajectories means that in-
dividuals collaborate and become connected in a network, i.e., in a crowd (Stephen et 
al., 2016). The goal of these networks in crowdsourcing is to jointly solve an organiza-
tional problem formulated as a task.  

Problem solving in such task settings involves the construction of an internal represen-
tation of the problem and the application of an appropriate heuristic to search for poten-
tial solutions (Dunbar, 1998; Jeppesen & Lakhani, 2010). Existing literature suggests 
that there is great variance between individuals with regard to how problems are repre-
sented and solved (Jeppesen & Lakhani, 2010). It has been found that individuals over-
whelmingly use familiar knowledge and prior experience in a particular domain for de-
veloping solutions to problems they encounter (Lovett & Anderson, 1996; Lüthje et al., 
2005). That is, their problem solving reflects particular assumptions and paradigms of a 
domain.  

Creativity manifests itself in approaches to formulating and solving problems (Kirton, 
1976) and is thus often examined in terms of “paradigm-relatedness” (Dean, Hender, 
Rodgers, & Santanen, 2006; Nagasundaram & Bostrom, 1994). Paradigm refers to “the 
prevailing ways of perceiving and acting in a given situation or problem”, while relat-
edness refers to “the extent to which an idea operates within or challenges that para-
digm” (Garfield, Taylor, Dennis, & Satzinger, 2001; Satzinger, Garfield, & 
Nagasundaram, 1999; Silk, Daly, Jablokow, & McKilligan, 2019, p. 31). Solving prob-
lems largely within a paradigm describes a paradigm-preserving way of problem solv-
ing. Solving problems with radical shifts in a paradigm describes a paradigm-modifying 
way of problem solving (Nagasundaram & Bostrom, 1994; Silk et al., 2019). Na-
gasundaram and Bostrom (1994) emphasize that the degree of paradigm preservation or 
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modification is not a measure of the degree of creativity but rather a description of the 
manner in which creativity manifests itself; it does not explain how creative individuals 
are but how individuals are creative. Both paradigm-modifying and paradigm-preserv-
ing forms of creativity can be valuable for organizations and complement each other. 
While the former can be important for exploring and formulating new opportunities for 
organizations, the latter often ensure that those opportunities are implemented and mon-
itored efficiently (Nagasundaram & Bostrom, 1994). 

Collaboration has been found to greatly affect creativity in problem solving (e.g., 
Hargadon & Bechky, 2006; Ransbotham et al., 2012; Uzzi & Spiro, 2005). By collabo-
rating, individuals are exposed to perspectives and alternatives provided by peers. Ex-
posure to diverse perspectives and alternatives has been found to elicit wider categori-
zations and more divergent solutions (Kanter, 1988; Perry-Smith & Shalley, 2003). It 
offers a basis for individuals to transform information, combine it with their own expe-
rience, and create new knowledge (Carlile & Rebentisch, 2003; Ransbotham et al., 
2012). Studies show that access to information and the ability to transform knowledge 
can be particularly beneficial for creative tasks, given that the extension, modification, 
and recombination of concepts from existing knowledge represent the most common 
processes through which novel solutions are formed (Dahl & Moreau, 2002; 
Goldenberg, Mazursky, & Solomon, 1999; Stephen et al., 2016). Thus, as individuals 
collaborate, the greater the access to information and the greater the opportunity for an 
exchange and (re-)combination of knowledge (Ransbotham et al., 2012).  

Our core argument in this study, however, is that collaboration changes the manner in 
which individuals are able to operate within – or challenge – paradigms and, thus, affects 
their creative performance over time (see Figure 7 below). That is, we believe collabo-
ration has opposing effects on an individual’s ability to create value through paradigm-
modifying ideas and paradigm-preserving ideas. 
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Figure 7: Research Model II 
Source: Own Illustration 

6.2.1 Paradigm-Modifying Ideas 

Individuals that challenge prevailing ways of solving a particular problem operate in a 
paradigm-modifying way. When confronted with a problem, they attempt “to restructure 
the problem by approaching it from a new angle, thus breaking the customary starting 
point for its solution” (Kirton & De Ciantis, 1986, p. 141). In collaborative settings, they 
typically create value by either introducing new elements into a problem context or al-
tering the relationships between such elements (Kirton, 1976; Nagasundaram & 
Bostrom, 1994). Kirton (1976) refers to these individuals as “innovators”.  

Studies suggest that individuals who are technically and structurally distant from a do-
main are more likely to act as innovators and face problems in a paradigm-modifying 
way than those already familiar with the domain (e.g., Gieryn & Hirsh, 1983; Jeppesen 
& Lakhani, 2010). They are naive with regard to the prevailing paradigms in the domain 
and have access to differing knowledge (Gieryn & Hirsh, 1983). Thus, they are able to 
offer perspectives and heuristics that are novel and innovative for solving a problem 
(Jeppesen & Lakhani, 2010). Similarly, studies show that being remote to a problem and 
thinking in abstract terms may lead to more diverse and original solutions than thinking 
in concrete, technical terms, which often impedes innovation (Förster et al., 2004).  

With increased collaboration, however, mental representations tend to converge in 
crowds due to common experiences and greater information exchange (Perry-Smith & 
Shalley, 2003). As individuals become immersed in a particular network, they become 
assimilated to their direct ties that provide mostly conformant information. With ties 
becoming stronger in a network, this conformity is argued to hamper creativity (Perry-
Smith & Shalley, 2003). Related research also argues that assimilation to direct ties and 
increasing conformity in networks makes it more likely for individuals to fixate on prev-
alent ideas, themes, or concepts at the expense of more radical, distant ones – i.e., they 

Collaboration Performance

Creating
Paradigm-Modifying

Ideas

Creating
Paradigm-Preserving

Ideas
H2a (+)

H1a (-) H1b (+)

H2b (+)
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focus on ideas, themes, or concepts that relate to dominant paradigms in their network 
(Goldenberg et al., 2001; Stephen et al., 2016). Thus, perspectives drawn from distant 
positions in a network are typically argued to be more novel relative to existing stand-
ards within a domain (Perry-Smith & Shalley, 2003).  

Following these findings, we argue that, over time, collaboration will have a negative 
effect on an individual’s ability to come up with paradigm-modifying ideas. We believe 
individuals in a crowd to initially exhibit “a useful ignorance of prevailing assumptions 
and theories” (Gieryn & Hirsh, 1983, p. 91), that makes them likely to create value 
through paradigm-modifying ideas. Such paradigm-modifying ideas are useful for solv-
ing organizational problems on crowdsourcing platforms (Jeppesen & Lakhani, 2010). 
As individuals collaborate with peers, they become assimilated to prevailing assump-
tions and theories and their solutions relate more closely to dominant paradigms in the 
crowd. We hypothesize the following: 

H1a. Collaboration has a negative effect on an individual’s ability to create paradigm-
modifying ideas in crowds. 

H1b. An individual’s ability to create paradigm-modifying ideas is positively associated 
with the individual’s creative performance. 

6.2.2 Paradigm-Preserving Ideas 

While collaboration may have a negative effect on an individual’s ability to create par-
adigm-modifying ideas, a large body of literature suggests that becoming familiar with 
paradigms and gaining domain-relevant knowledge may also entail positive effects for 
problem solving. Such positive effects may be particularly related to paradigm-preserv-
ing ideas. Individuals that follow prevailing ways of solving a particular problem oper-
ate in a paradigm-preserving way. When confronted with a problem, they turn “to con-
ventional procedures and consensus of the group to which they belong, and derive their 
ideas towards the solution of the problem from established procedures” (Kirton & De 
Ciantis, 1986, p. 141). In collaborative settings, they typically create value through re-
finements and improvements to solutions (Nagasundaram & Bostrom, 1994; Silk et al., 
2019). Kirton (1976) refers to these individuals as “adaptors”.  

Domain-relevant knowledge, which is required for – or at least benefits – such refine-
ments and improvements, refers to “an individual's knowledge of facts, circumstances, 
and issues surrounding a given problem or area” (Perry-Smith & Shalley, 2003, p. 91). 
It involves technical expertise necessary to develop feasible solutions to a given problem 
and is argued to increase the ability to generate potential solutions and validate them 
with regard to their appropriateness (Amabile, 1996; Perry-Smith & Shalley, 2003). A 
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large number of studies outline that, as individuals gain domain-relevant knowledge and 
expertise, their solutions are associated with higher expected quality (e.g., Larkin, 
McDermott, Simon, & Simon, 1980; Magee, 2005) and they show superior task perfor-
mance (Alba & Hutchinson, 1987). Particularly for creating user-generated content in 
crowdsourcing, Ransbotham et al. (2012) suggest that gaining domain-relevant 
knowledge and experience through collaboration may benefit individuals in identifying 
and transforming valuable information into useful formats (Spence & Brucks, 1997), 
transferring relationships among different trajectories in ways that make content more 
informative (Gregan-Paxton & John, 1997), and providing more comprehensive infor-
mation (Alba & Hutchinson, 1987).  

In line with these findings, we argue that, over time, collaboration will have a positive 
effect on an individual’s ability to create valuable, paradigm-preserving ideas. We be-
lieve that individuals will become familiar with the prevailing paradigms and assump-
tions in a crowd and thus become better at refining and recombining existing knowledge. 
In this way, collaboration can have a positive effect on an individual’s creative perfor-
mance in a crowd. We hypothesize the following: 

H2a. Collaboration has a positive effect on an individual’s ability to create paradigm-
preserving ideas in crowds. 

H2b. An individual’s ability to create paradigm-preserving contributions is positively 
associated with the individual’s creative performance. 

6.3 Methodology of the Study 

To empirically test our hypotheses, we conduct a multilevel mediation analysis. We 
combine statistical approaches from the fields of network analysis and text mining to 
analyze longitudinal data from a crowdsourcing intermediary in Europe. 

6.3.1 Dataset 

We used a unique data set retrieved from one of Europe’s largest crowdsourcing plat-
forms in the innovation domain. The platform is operated by a crowdsourcing interme-
diary. On the platform, organizations can organize campaigns and invite volunteers in 
the crowd to solve their innovation problems. These innovation problems typically re-
quire the crowd to jointly develop a new product or service. Solutions to these innova-
tion problems submitted as “ideas”, which are then collaboratively developed in strings 
of posts (i.e., textual contributions) that form “knowledge trajectories” for the organiza-
tions. After each campaign, the trajectories generated by the crowd are evaluated by the 
organizations who issued the innovation problem and organized the campaign on the 
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platform. The organization is responsible for selecting the most useful ideas for imple-
mentation.  

The data contains more than eight years of longitudinal data from the platform, capturing 
all activity in the crowd from November 2008 until September 2017. During this time, 
476 innovation campaigns by different organizations were conducted. The crowd com-
prised a total of 25’024 registered individuals. Since there were no prerequisites for 
joining the crowd, it represents an open crowd (Zwass, 2010) that includes potentially 
everyone who is willing to make contributions to a knowledge trajectory for a particular 
innovation problem. Of all registered individuals, 7’832 were active and made at least 
one contribution to a trajectory. A total of 222’259 textual contributions were made to 
knowledge trajectories and 6’933 trajectories were selected for implementation by the 
organizations.  

We used social network analysis (SNA) to study how individuals in the crowd collabo-
rated and with whom they worked on solutions. For the SNA, we constructed a social 
network of the crowd and updated the network each week from November 2008 until 
September 2017. In this way, we are able to capture the collaborative ties of each indi-
vidual in the crowd and analyze changes over time. Each node in the social network 
represents an individual in the crowd. A tie between two individuals in the crowd is 
created when they collaborate, i.e., when they make comments on each other’s ideas and 
jointly develop a solution in a knowledge trajectory.  

In order to analyze the type of information that the individuals generated and discussed, 
we use text mining to statistically examine the 222’259 textual contributions forming 
the knowledge trajectories. For the analysis, we followed the commonly used Bag-of-
Words approach and applied standard preprocessing steps to make the unstructured, 
user-generated content compatible for text mining algorithms (cf. Feldman & Sanger, 
2007). We only applied minimal transformations to the texts and limited the prepro-
cessing to tokenization (i.e., breaking up the texts into individual terms) and normaliza-
tion (i.e., transforming all characters to lower-case) in order to keep as much data as 
possible in its original form.  

The dataset is suitable for our analysis for several reasons. First, it stems from an inter-
mediary platform and therefore includes data from a broad set of 476 different innova-
tion campaigns and organizations, which mitigates concerns of a potential sample bias. 
Second, as representatives of the organization use the platform themselves to evaluate 
the trajectories, we have objectively measurable labels on how well individuals have 
performed on the innovation problems. Third, we note that the characteristics of our 
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dataset are comparable to those reported in related studies (e.g., Bayus, 2013; M. Li et 
al., 2016; Piezunka & Dahlander, 2015; Schemmann et al., 2016). This should benefit 
the generalizability of our results. 

6.3.2 Variables and Measures 

Based on the available data from the crowdsourcing platform, we constructed an unbal-
anced panel data set. Each time an individual i posted a new idea in a given week t, we 
measured (1) the extent to which the individual has previously collaborated, (2) the de-
gree of paradigm-modification of the individual’s idea, (3) the degree of paradigm-
preservation of the individual’s idea, (4) and the performance of the individual in solving 
an innovation problem. The independent variable is collaboration. The dependent vari-
able is the individual’s performance in solving innovation problems. The mediators are 
the ability to create paradigm-modifying ideas and the ability to create paradigm-pre-
serving ideas. Data were collected from November 2008 to September 2017. 

Performance. Since we aim to examine how collaboration affects an individual’s per-
formance in solving a given innovation problem, we measure whether the idea was 
deemed valuable by the organization for solving the problem. Here, the implementation 
of the idea is a common and reliable indicator for its value that has been used extensively 
in related research (e.g., Jeppesen & Lakhani, 2010; M. Li et al., 2016; Piezunka & 
Dahlander, 2015; Schemmann et al., 2016). The implementation of an idea shows that 
an individual performed well in solving an organizational problem. In our case, the de-
cision to implement an idea is made by representatives of the organizations (i.e., the 
problem owners) who are conducting the innovation campaigns on the platform. They 
manually review and evaluate the proposed ideas and assign a status to it depending on 
their decision (0 = idea was not implemented; 1 = idea was implemented). Thus, for 
each observation in the data set (individual i created a new idea on how to solve a given 
problem in week t), we have a reliable measure of performance. 

Collaboration. We use the effective ego network size (Borgatti, 1997; Burt, 1995) of 
individual i in week t-1 to measure the extent to which the individual has collaborated 
prior to creating a new idea. The effective network size measures the number of collab-
orative ties in an individual’s network (i.e., an ego network) and discounts for redun-
dancy (Burt, 1995). Redundancy measures the extent to which an individual’s contacts 
are connected to each other as well and makes it possible to account for the structure of 
the ego network, i.e., for local clusters (Borgatti, 1997). Individuals who have exten-
sively collaborated with many different peers have large effective network sizes while 
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those who have not extensively collaborated (or only in local clusters) have smaller ef-
fective network sizes. For non-valued, undirected graphs, an individual’s effective net-
work size can be calculated as follows (see Borgatti, 1997):  

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒 𝑛𝑛𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑠𝑠𝑖𝑖𝑠𝑠𝑒𝑒 =  𝑖𝑖 −
2𝑒𝑒
𝑖𝑖

 

where e is the number of ties in the ego network and v is the number of nodes in the ego 
network.  

Paradigm-Modifying Ideas. In order to measure the extent to which an individual creates 
a paradigm-modifying idea, we analyze the topics addressed in the idea made by an 
individual i in week t. A topic can be interpreted as a distribution of words that are 
statistically related to each other. A topic distribution (i.e., a vector of probabilities) 
indicates the degree to which an idea relates to a given set of topics. The extent to which 
an individual introduces novel topics (i.e., creates a paradigm-modifying idea) can then 
be calculated as the distance of the topic distribution in the individual’s contributions to 
the topic distribution of all other contributions on the platform. This is a widely used 
approach for measuring “novelty” in information retrieval (e.g., Vosoughi, Roy, & Aral, 
2018). In order to calculate this measure, we employ topic modeling based on the Latent 
Dirichlet Allocation (LDA) with a Gibbs sampler (Blei et al., 2003). LDA refers to a 
generative probabilistic model that can be used to automatically detect topics that are 
underlying a collection of text documents. The process for detecting and analyzing the 
topics in text documents includes two essential steps. First, we used all contributions 
created by the crowd to uncover the topics that are present on the platform. We modeled 
50 topics using the entire corpus of all 222’259 contributions. Second, we assigned each 
individual idea with probabilities for addressing each topic. We used the Information 
Uniqueness (IU; Vosoughi et al., 2018), which is based on the cosine similarity function, 
to measure the distance between two probability distributions (i.e., the topic vector of 
the contribution and the mean topic vector of all other contributions on the platform). 
The IU can be calculated as follows (Vosoughi et al., 2018): 

𝐼𝐼𝐼𝐼�Γ𝑐𝑐 , Γ𝑖𝑖� = 1 − 𝑒𝑒𝑛𝑛𝑠𝑠�Γ𝑐𝑐 , Γ𝑖𝑖� 

where Γc represents the topic distribution of an idea while Γp represents the general topic 
distribution on the platform. cos refers to the cosine similarity function. A higher value 
for the IU indicates greater distance between the topic distributions in Γc and Γp. 

Paradigm-Preserving Ideas. In order to measure the extent to which an individual cre-
ates a paradigm-preserving idea, we calculate an aggregated TF-IDF-index for the idea 
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made by an individual i in week t. TF-IDF refers to a term weighting scheme in infor-
mation retrieval (Salton & Buckley, 1988) that indicates how relevant a word is to a 
document (i.e., a contribution) in a corpus (i.e., knowledge trajectories for an innovation 
problem). It measures the frequency of a word in a contribution normalized by the doc-
ument length (TF) and multiplies this value with the inverse document frequency of the 
word (IDF). A word that is frequently used in a contribution but rarely used in other 
contributions submitted to an innovation problem will receive a high TF-IDF-value. In 
this way, it is possible to measure the relevancy of the words in an idea and examine 
whether individuals are able to add relevant content to a topic in an idea. The TF-IDF-
index for a term can be calculated as follows: 

𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡𝑒𝑒(𝑛𝑛, 𝑒𝑒,𝐶𝐶) = 𝑒𝑒𝑒𝑒(𝑛𝑛, 𝑒𝑒) ∗ 𝑖𝑖𝑡𝑡𝑒𝑒(𝑛𝑛,𝐶𝐶)   𝑛𝑛ℎ𝑒𝑒𝑛𝑛𝑒𝑒 

𝑒𝑒𝑒𝑒(𝑛𝑛, 𝑒𝑒) =  
𝑒𝑒𝑤𝑤,𝑐𝑐

∑ 𝑒𝑒𝑤𝑤′ ,𝑐𝑐𝑤𝑤′∈𝑐𝑐
    𝑎𝑎𝑛𝑛𝑡𝑡 

𝑖𝑖𝑡𝑡𝑒𝑒(𝑛𝑛,𝐶𝐶) = log
𝑁𝑁

|{𝑒𝑒 ∈ 𝐶𝐶 ∶ 𝑛𝑛 ∈ 𝑒𝑒}|
 

Here, tf(w,c) is the frequency f of a word w in an idea c divided by the total number of 
words w’ in idea c, while idf(w,C) is the logarithmically scaled inverse fraction of the 
ideas on the platform C that contain word w. We use the sum to calculate an aggregated 
TF-IDF index for each idea c:  

𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡𝑒𝑒 𝑖𝑖𝑛𝑛𝑡𝑡𝑒𝑒𝑖𝑖 =  �𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡𝑒𝑒(𝑛𝑛, 𝑒𝑒,𝐶𝐶)
𝑤𝑤∈𝑐𝑐

 

Ideas with a high TF-IDF-index contain more relevant terms for a topic than ideas with 
a low TF-IDF-index. In this way, we follow related studies that have already used ag-
gregated TF-IDF-indices to analyze textual contributions in crowdsourcing (e.g., Zhang 
et al., 2016). 

Control Variables. We use several additional variables to control for alternative effects 
that could influence the likelihood of a solution being implemented by the organization 
and thus the performance of individuals in the crowd. First, a large number of related 
studies suggest that the activity of a crowd on a platform changes over time (see Bayus, 
2013; Huang et al., 2014). Thus, increased maturity of the platform might influence how 
organizations select ideas for implementation. We control for this effect by including 
the number of weeks passed since the platform has been launched. Second, as shown by 
related literature (e.g., Schemmann et al., 2016), ideas that are popular in a crowd have 
a higher chance of being implemented by organizations than ideas that are less popular. 
We account for this effect by including the number of votes per solution (i.e., the popu-
larity in the crowd) as a control variable. Third, organizations might be more likely to 
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award individuals that convey positive ideas compared to individuals that are more crit-
ical. We control for this effect by accounting for the sentiment of the idea.  

The descriptive statistics and the correlation matrix for the variables in our study are 
listed in Table 10. The measures raise no concerns regarding multicollinearity. 

 Mean SD Min Max (1) (2) (3) (4) (5) (6) 

PER 0.05 0.22 0 1.00       

COL 90.53 108.89 0 503.93 -0.01**      

PMI 0.11 0.09 0 0.76 0.04*** -0.02***     

PPI 2.06 0.61 0 6.60 0.03*** 0.01*** 0.03***    

POP 2.51 2.84 0 41.00 0.13*** 0.09*** 0.02*** 0.02***   

MAT 201.87 87.81 0 431.00 -0.02*** 0.38*** -0.10*** 0.05*** -0.04***  

SEN 0.15 0.36 -1 1.00 0.01*** 0.03*** -0.02*** 0.04*** 0.00 0.01*** 

Note: PER = Performance, COL = Collaboration, PMI = Paradigm-Modifying Idea, PPI = Paradigm-
Preserving Idea, POP = Popularity of Idea, MAT = Maturity of Platform, SEN = Sentiment of Idea 

Table 10: Descriptive Statistics II 
Source: Own Illustration 

6.3.3 Estimation Approach 

We use multilevel structural equation modeling (MSEM) as discussed by Preacher, Zy-
phur, and Zhang (2010) to test our hypotheses and conduct the mediation analysis. Mul-
tilevel modeling is the standard approach for mediation analysis with repeated measure-
ments (cf. Bauer, Preacher, & Gil, 2006; Kenny, Korchmaros, & Bolger, 2003). In ex-
tant research, MSEM has shown to work well for mediation analysis with multiple me-
diators and panel data (e.g., Oishi, Kesebir, & Diener, 2011).  

The MSEM consist of three regressions that examine (1) the effects of collaboration on 
the ability to create paradigm-modifying ideas (first mediator), (2) the effects of collab-
oration on the ability to create paradigm-preserving ideas (second mediator), and (3) the 
effects of the mediators on performance (complete model). 

6.3.4 Models and Results 

The results of the mediation analysis based on the MSEM are presented in Table 11 and 
Table 12. We report standardized coefficients for all variables. 
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  Estimate Std. Err. z-value P(>|z|) 

Performance ~         

Collaboration -0.016 0.006 -2.654 0.008 *** 

H1b: PMI 0.034 0.003 11.227 0.000 *** 

H2b: PPI 0.022 0.003 7.651 0.000 *** 

Control: Popularity 0.138 0.003 45.133 0.000 *** 

Control: Maturity 0.003 0.004 0.644 0.520  

Control: Sentiment 0.010 0.003 3.49 0.000 *** 

PMI ~         

H1a: Collaboration -0.017 0.003 -6.129 0.000 *** 

PPI ~         

H2a: Collaboration 0.013 0.003 4.762 0.000 *** 

R2 (full model) 0.021 

Note: ***p<0.01; **p<0.05; *p<0.10 

Table 11: Models and Results of the MSEM 
Source: Own Illustration 

 
Estimate Std. Err. z-value P(>|z|) 

PMI -0.001 0.000 -5.38 0.000 *** 

PPI 0.000 0.000 4.043 0.000 *** 

Total -0.016 0.006 -2.703 0.007 *** 

Note: ***p<0.01; **p<0.05; *p<0.10 

Table 12: Mediation Effects 
Source: Own Illustration 

The results of the MSEM suggest that the hypothesized effects in the mediation model 
are statistically significant. It can be noted that collaboration overall negatively affects 
performance (β = -0.016; p < 0.001). The results also show that collaboration has a sig-
nificant effect on both the ability to create paradigm-preserving ideas (β = 0.013; p < 
0.001) and the ability to create paradigm-modifying ideas (β = -0.017; p < 0.05). Fur-
thermore, both the ability to create paradigm-preserving ideas (β = 0.022; p < 0.001) and 
the ability to create paradigm-modifying ideas (β = 0.034; p < 0.001) are positively as-
sociated with performance at statistically significant levels. Table 12 shows that both 
indirect mediation effects for the ability to create paradigm-modifying ideas (β = -0.001; 
p < 0.001) and the ability to create paradigm-preserving ideas (β = 0.000; p < 0.001) are 
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statistically significant. Likewise, the total effect is statistically significant (β = -0.016; 
p < 0.05) 

Thus, the results of the mediation analysis support our hypotheses. As hypothesized in 
H1a and H2a, the effects of collaboration on the ability to create paradigm-modifying 
ideas and paradigm-preserving ideas are statistically significant but opposite in sign. 
Thus, our model provides evidence for an opposing mediation. Second, as hypothesized 
in H1b and H2b, our models show that both the ability to create paradigm-modifying 
ideas and paradigm-preserving ideas are beneficial for performance in solving innova-
tion problems. Taken together, the results show that, with increased collaboration, indi-
viduals shift from creating value through paradigm-modifying ideas to creating value 
through to paradigm-preserving ideas. 

6.4 Discussion of the Effects of Collaboration in Crowdsourcing 

The results of our study yield several important findings. First, they show that both par-
adigm-modifying (H1b) and paradigm-preserving (H2b) ideas can be valuable for solv-
ing innovation problems for organizations. This extends earlier findings discussed by 
Nagasundaram and Bostrom (1994), who explain that “while innovators are constantly 
exploring and formulating new opportunities for the organization, adaptors ensure that 
those ideas are implemented and monitored efficiently” (p. 92). Our findings suggest 
that – especially in online crowds – striking a balance between innovators and adaptors 
and ensuring collaboration between them may greatly benefit the quality of knowledge 
trajectories. As shown in related studies, innovators are typically able to produce more 
original and radical contributions than experts in a particular field (e.g., Franke, Poetz, 
& Schreier, 2014; Jeppesen & Lakhani, 2010; Kristensson et al., 2004) but may struggle 
to assess the feasibility of their ideas (Poetz & Schreier, 2012). Adaptors are less exper-
imental (Kirton & De Ciantis, 1986) but better able to validate the appropriateness of 
suggested solutions (Amabile, 1996; Perry-Smith & Shalley, 2003). Thus – just as “most 
organizations require a healthy blend of adaptors and innovators, each playing a special 
role in its growth and prosperity, and each style complementing the other” 
(Nagasundaram & Bostrom, 1994, p. 92) – we also see large online crowds benefiting 
from a blend between both innovators and adaptors. 

Second, our results show how collaboration affects an individual’s ability to provide 
paradigm-preserving and paradigm-modifying ideas over time. In existing literature, a 
large number of studies argues that mental representations tend to converge in crowds 
and thus inhibit creativity in the long run (e.g., Perry-Smith & Shalley, 2003), while 
others suggest that interaction and information exchange in crowds represent crucial 
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prerequisites for creative outcomes (e.g., Faraj et al., 2011). By examining ideas with 
regard to their paradigm-relatedness, our findings may help to bridge the gap between 
these perspectives. Based on our results, we argue that collaboration affects the manner 
in which individuals become creative, rather than their capacity to become creative. We 
find that individuals in a crowd initially perform well at creating paradigm-modifying 
ideas and introducing novel topics. With increased collaboration, however, they become 
assimilated to the prevailing paradigms in the crowd and are less likely to continue in-
troducing novel topics (H1b). We attribute this development to a bias effect. However, 
with increased collaboration, they become better at creating paradigm-preserving ideas 
and building upon existing topics in a crowd (H2b). This suggests that they are able to 
benefit from a learning effect based on increased domain-relevant knowledge in the 
crowd. In this way, our findings also extend Nagasundaram and Bostom’s (1994) argu-
ment that “two individuals could be ‘equally creative’, but in different ways” (p. 91). 
Our results suggest that, over time, collaboration affects the way in which individuals 
solve innovation problems and become “creative”.  

Third, even though we argue that collaboration affects the manner in which individuals 
become creative, rather than their capacity to become creative, we still see risks associ-
ated with individuals gradually changing from innovators to adaptors in online crowds. 
Organizations often engage online crowds specifically for the purpose of searching for 
paradigm-modifying ideas and knowledge (Afuah & Tucci, 2012). Organizations should 
be aware that increased collaboration may lead to dominant paradigms and local 
knowledge bases over time. Our results suggest that, with increased collaboration, indi-
viduals gradually shift from being innovators to being adaptors. Thus, simply engaging 
online crowds in an attempt to span organizational boundaries may not suffice to find 
innovative, paradigm-breaking knowledge in the long run. While we see that collabora-
tion overall has a positive effect on the ability to create valuable ideas in crowds, we 
argue that it is crucial for organizations to foster collaboration especially between inno-
vators and adaptors. 

6.4.1 Theoretical Implications 

From a theoretical perspective, our findings have important implications for research on 
creativity, knowledge collaboration, and crowdsourcing.  

For research on creativity, we contribute to extant literature by explaining how collabo-
ration changes the manner in which individuals are able to operate within – or challenge 
– paradigms in online crowds. By examining ideas with regard to their paradigm-relat-
edness (Nagasundaram & Bostrom, 1994), we focus on the manner in which individuals 
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become creative, rather than their capacity to become creative. Much related research 
on online crowds has focused on the latter (e.g., Bayus, 2013; Huang et al., 2014). Our 
results show that collaboration increases an individual’s ability to operate within para-
digms and refine existing topics but decreases his or her ability to challenge these para-
digms and introduce novel topics. This suggests that individuals change from being “in-
novators” to “adaptors” in online crowds over time (Kirton, 1976; Nagasundaram & 
Bostrom, 1994).  

Second, we contribute to research on knowledge collaboration by unraveling the effects 
of collaboration on solving innovation problems. Our results suggest that paradigm-
modifying ideas are likely to be solicited from members of the crowd who have not yet 
extensively collaborated in the network and bring novel perspectives from outside the 
crowd to the platform. This extends findings presented in earlier research by Hargadon 
and Sutton (1997) and Lingo and Mahony (2010). Individuals who are not yet connected 
to redundant sources of information may serve as knowledge brokers and draw analogies 
or introduce new knowledge to a particular field or network. Hence, they offer unique 
informational benefits compared to those who are structurally central to and immersed 
in the network (Lingo & O’Mahony, 2010). However, when novel solutions need to be 
validated, further developed, and integrated, close collaboration and strong ties become 
more advantageous. Hansen (1999), for example, shows that weak interunit ties help 
project teams to search for useful knowledge in other subunits but impede the transfer 
of complex knowledge, which requires strong ties. In crowdsourcing, we found similar 
effects. Paradigm-modifying ideas emerge from contributions provided by individuals 
in the crowd who have not yet established a large number of connections in the network 
and are able to provide novel information to the crowd. Individuals with many network 
ties, on the other hand, may add to solutions by refining, integrating, and transferring 
knowledge.  

Third, regarding research on crowdsourcing, a large body of extant literature has em-
phasized the importance of spanning organizational and technological boundaries in or-
der to find new, paradigm-breaking knowledge (Katila & Ahuja, 2002; Katila et al., 
2012; Rosenkopf & Nerkar, 2001). The interaction with external sources has been 
deemed especially promising for coming up with innovative ideas or solving existing 
problems in organizations (e.g., Chesbrough, 2003) and has spurred the emergence of 
novel, IT-facilitated approaches, such as crowdsourcing (Afuah & Tucci, 2012). Based 
on our findings, however, we argue that simply engaging in crowdsourcing in an attempt 
to span organizational boundaries may not be sufficient to find new and paradigm-break-
ing knowledge in the long run. The results presented in this study suggest that – even on 



95 

crowdsourcing platforms – individuals gradually change from innovators to adaptors 
through increased collaboration and information exchange, which may lead to dominant 
paradigms and local knowledge bases on the platforms over time. In this way, our results 
unveil potential limitations of crowdsourcing and other network-based ideation ap-
proaches. In a related study, Huang et al. (2014) already examined crowdsourcing plat-
forms under consumer learning and found that, over time, marginal idea contributors are 
filtered out, which is argued to be a signal of market efficiency. Consistent with these 
results, we also find individuals in online crowds to benefit from a “learning” effect. 
However, we show that this positive effect only applies to paradigm-preserving ideas. 
In contrast, collaboration and increased information exchange are prone to have a neg-
ative effect on the ability to make paradigm-modifying ideas. 

6.4.2 Practical Implications 

From a practical perspective, our results offer a number of important implications for 
the management of online crowds and the design of related online platforms. First, our 
results show that the ability to create paradigm-modifying and paradigm-preserving 
ideas changes over time. According to our findings, new individuals in crowds, who 
have not yet intensively collaborated with peers, are better at introducing novel topics 
to knowledge trajectories while experienced individuals, who already established many 
collaborative ties, are better at extending existing topics. Based on these findings, we 
urge organizations to encourage an exchange of information between these individuals 
in the crowd. While many organizations have begun to use crowdsourcing as an integral 
part of their innovation activity, it is challenging to maintain a steady stream of both 
innovative and feasible ideas with this approach (Blohm et al., 2013; Huang et al., 2014). 
Fostering collaboration might help to leverage the potential of both experienced and 
inexperienced individuals in crowds for creating both innovative and feasible solutions. 

Second, since collaboration benefits the ability to refine topics at the expense of the 
ability to introduce novel topics in ideas, crowds may develop dominant patterns with 
regard to the topics they discuss over time. This is not only important with regard to 
how collaboration should be managed, but also with regard to how platforms and eval-
uation systems should be designed. Especially on well-established platforms with stable 
crowds, using rating scales and voting systems alone may not be the most appropriate 
mechanisms to identify paradigm-modifying ideas in crowds. Instead, integrating 
crowdsourcing platforms with novel business analytics that offer capabilities for social 
network analysis, text mining, and topic modeling could bridge this gap. Based on our 
findings, we see great potential in these technologies to support organizations in tracking 
the origin of contributions in crowdsourcing, analyzing their textual characteristics, and 
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ultimately identifying the most innovative ones. We propose that organizations should 
delve deeper into such possibilities and make use of business analytics or decision sup-
port systems when engaging in crowdsourcing. 

Third, our result show that creative ideas are often created by new members in a crowd 
who have only few effective network ties. While it is common for organizations to pay 
special attention to the most active individuals and follow suggestions that are popular 
in their established networks, we propose that organizations seeking to gain access to 
paradigm-breaking knowledge through crowdsourcing should rather focus on contribu-
tions that are generated by less immersed members of the crowd. Thus, endorsing new 
inputs and ensuring that contributions made by new individuals in the crowd receive 
attention seems critical for the sustainability and creative potential of crowds. 

6.4.3 Limitations and Future Research 

As with all research, the results and implications presented in this study should be re-
garded in light of its limitations. First, we analyze crowds from a network perspective 
in this study. The effects described and examined in our study are inherently based on 
interactions that unfold on crowdsourcing platforms. Hence, an important boundary con-
dition of this study is that there are connections between members of a crowd and that 
crowds can be treated as networks of people. As for platforms or crowdsourcing settings 
with little interaction between contributors, our findings might be less applicable. For 
future research, it would thus be interesting to study how different forms of collaboration 
or interaction on crowdsourcing platforms affect individuals’ performance. Our findings 
should be viewed as initial insights from a collaborative crowdsourcing setting.  

Second, this study examines crowdsourcing in an organizational setting. Thus, we focus 
on a context that leverages crowdsourcing as an approach for sourcing new knowledge 
from outside existing, organizational boundaries (Afuah & Tucci, 2012). Furthermore, 
it must be noted that our results are based on data retrieved from a crowdsourcing plat-
form hosted by an intermediary. While the characteristics of the dataset and the platform 
are similar to those reported in related studies (e.g., M. Li et al., 2016; Schemmann et 
al., 2016), there is still the possibility that our findings may not apply to all industries or 
applications of crowdsourcing to the same extent. Additional data from other 
crowdsourcing platforms would benefit the generalizability of our findings.  

Third, future research may examine in more detail how crowdsourcing platforms and 
evaluation processes for crowdsourced contributions should be designed. Based on this 
study, we argue that rating scales and voting systems may not be the most adequate 
mechanisms for identifying innovative contributions, as their results are prone to being 
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biased by already familiar perspectives and popular opinions amongst experienced 
members of the crowds. Thus, it would be interesting for future research to investigate 
how IT-supported processes with systems capable of tracking the origin of 
crowdsourced contributions and analyzing their textual characteristics may support or-
ganizations in their evaluation of large amounts of ideas and solutions on their platforms. 
From a theoretical perspective, we also urge future research to delve deeper into the 
possibilities of assessing and measuring creative contributions in crowdsourcing. For 
example, studies may use textual features, similarity measures, or redundancy indices 
as proxies for the innovativeness of contributions on crowdsourcing platforms. 

6.5 Conclusion of Chapter 

In this study, we examined how collaboration in online crowds affects the manner in 
which individuals become creative and solve innovation problems. Based on a media-
tion analysis with longitudinal data from a large crowdsourcing platform, we found that, 
over time, collaboration decreases an individual’s ability to create paradigm-modifying 
ideas and introduce novel solutions but increases his or her ability to create paradigm-
preserving ideas and refine existing knowledge. With these findings, we contribute to 
existing research in three ways. First, we explain how collaboration changes the manner 
in which individuals become creative and operate within – or challenge – paradigms in 
crowds. Our results suggest that, with increased collaboration, individuals gradually 
change from being innovators, who perform well at challenging paradigms, to adaptors, 
who perform well at refining paradigms. Second, we unravel the effects of collaboration 
on an individual’s ability to solve innovation problems. Our findings show that collab-
oration has both positive and negative ramifications on an individual’s ability to solve 
innovation problems. Third, our findings highlight limitations of crowdsourcing. They 
indicate that crowds are prone to develop dominant paradigms over time and simply 
broadcasting innovation problems to the same crowds may not be sufficient to find truly 
innovative ideas in the long run.  
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7 DECISION SUPPORT SYSTEMS DESIGN IN CROWDSOURCING 
This chapter addresses the third and last research question of the dissertation. Based on 
previous insights, it investigates how decision support systems should be designed in 
crowdsourcing. It presents the results of a design science research study6 that was con-
cerned with defining design principles for such decision support systems based on text 
mining and machine learning technologies. In this chapter, section 7.1 first explains the 
motivation and objectives of the study in more detail. Second, section 7.2 describes the 
methodology of the study and elaborates on the design science research approach. Third, 
sections 7.3 and 7.4 reveal the results and discuss their implications for both theory and 
practice. Finally, section 7.5 concludes the chapter with a summary of the main findings. 

7.1 The Importance of Design Knowledge  

In crowdsourcing, organizations use open calls to engage large networks of people and 
collect their solutions, ideas, or feedback to solve a predefined task (Blohm et al., 2013). 
The approach offers the opportunity to take advantage of vast amounts of user-generated 
data and has found widespread adoption in different domains, including innovation man-
agement for the ideation of novel products (Blohm et al., 2013), software development 
for application testing (Leicht, Rhyn, & Hansbauer, 2016), or humanitarian aid for dis-
tributing relief supplies (Barbier et al., 2012). However, it represents a latent challenge 
to review and evaluate crowdsourced data (Barbier et al., 2012; Blohm et al., 2013). 
Piezunka and Dahlander (2015) studied how 922 organizations leveraged crowdsourced 
data and found that they often “fail to harness the full potential of crowdsourcing due to 
inadequate filtering mechanisms” (p. 876). Google, for example, required almost three 
years and 3’000 employees to analyze 150’000 ideas submitted to its Project 10100 
(Blohm et al., 2013) while IBM had to employ 50 executives for several weeks to assess 
46’000 ideas during its Innovation Jam (Bjelland & Wood, 2008).  

In order to cope with large amounts of user-generated contributions in crowdsourcing, 
research and practice are increasingly using text mining and machine learning to support 
their evaluation. The ability of these algorithms to recognize patterns and extract useful 
information in a fast, scalable, and repeatable way is argued to be a key component for 

 
6 Parts of this chapter (early versions of sections 7.1 and 7.2) have been published as research in progress in Rhyn 
and Blohm (2017b). The research has been completed, reformatted, and updated for this dissertation. It includes 
new data, new design knowledge, an instantiation of the artifact, and a discussion of the findings. A modified 
version of the content is under review in: Rhyn, M., Leicht, N., Blohm, I., & Leimeister, J. M. (2020). Opening 
the Black Box: How to Design Intelligent Decision Support Systems in Crowdsourcing. Proceedings of the 15th 
International Conference on Wirtschaftsinformatik (WI), 1-15. Potsdam, Germany: AIS. 
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the (semi-)automated analysis of crowdsourced data (Chen et al., 2012). In crowdsourc-
ing, a number of studies have already demonstrated the potential of these algorithms to 
support the evaluation of ideas (Walter & Back, 2013), the prioritization of software 
defects (Feng et al., 2015), or the identification of locations in incident reports (Barbier 
et al., 2012). However, these studies have mostly focused on domain-specific instantia-
tions that demonstrate the technical capabilities (e.g., performance) of the algorithms. 
They have focused less on design knowledge that guides the deployment and adoption 
of text mining and machine learning in full-fledged information systems (Zhao & Zhu, 
2014). Hence, while the technical development of the algorithms is already advanced, it 
is still unclear how information systems (IS) based on these algorithms (i.e., intelligent 
decision support systems) should be designed in crowdsourcing (Abbasi et al., 2016). 
Appropriate IS designs are crucial for the acceptance and adoption of intelligent decision 
support systems (W. Wang & Benbasat, 2005). They affect how decision makers work 
with the systems and how they improve their efficiency and effectiveness (Todd & 
Benbasat, 1999). Studies also show that, if such systems are not well designed, decision 
makers are likely to reject their recommendations and refrain from relying on them (W. 
Wang & Benbasat, 2005). In order to better understand how these systems should be 
designed, scholars have thus called for studies to “contribute guidelines for design arti-
facts” that support decision making in these contexts (Abbasi et al., 2016, p. xvii). 

In this study, we aim to close this gap and answer the following research question: What 
design principles should guide the development of intelligent decision support systems 
(DSS) in crowdsourcing? Design principles are statements that capture abstract design 
knowledge and prescribe “what and how to build an artifact in order to achieve a prede-
fined design goal” (Chandra et al., 2015, p. 4040). They make a design problem (e.g., 
designing intelligent DSS in crowdsourcing) more manageable for practitioners and pro-
vide researchers with a theoretical foundation to predict and evaluate the use patterns 
and impacts of the DSS (Markus, Majchrzak, & Gasser, 2002). To develop these design 
principles, we followed a design science research approach based on Peffers et al. 
(2007). Our research was conducted over a period of 3.5 years with a cross-industry 
research consortium comprising 8 organizations (Österle & Otto, 2010). It took part in 
three design-and-evaluate iterations that included a total of 41 semi-structured inter-
views, 13 focus group discussions with 53 participants, statistical analyses with training 
and test data from 676 crowdsourcing projects, and 2 field tests. In these iterations, we 
(1) defined design requirements with related design principles and design features for 
intelligent DSS, (2) developed software prototypes for a formative evaluation, and (3) 
instantiated them in a DSS in organizations for a summative evaluation.  
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The contribution of this study is threefold. First, we extend existing studies in the deci-
sion support field, which have mostly focused on the traditional efficiency-effectiveness 
framework (Shim et al., 2002; Todd & Benbasat, 1999; W. Wang & Benbasat, 2009), 
and introduce transparency and control as additional meta-requirements when designing 
intelligent systems. We find these two requirements to be fundamental for the willing-
ness of decision makers to work with intelligent DSS and rely on their results. Second, 
for research on crowdsourcing, we define design principles to guide the development of 
intelligent DSS. We extend existing literature, which has already examined specific in-
stantiations of text mining and machine learning technologies (e.g., Barbier et al., 2012; 
Feng et al., 2015; Walter & Back, 2013), and capture the necessary design knowledge 
for their deployment in intelligent DSS. Third, for developers of DSS, we describe spe-
cific design features that show how the design requirements and design principles can 
be addressed.  

7.2 Design Science Research Approach 

Design science research (DSR) represents a well-established approach in IS research 
that is concerned with the creation of artifacts seeking to extend the boundaries of human 
and organizational capabilities (Hevner et al., 2004). These artifacts may range from 
specific instantiations in the form of implemented software or algorithms to more theo-
retical contributions in the form of abstract design knowledge (Gregor & Jones, 2007). 
In this study, we focus on the latter and are concerned with defining design principles 
for intelligent DSS in crowdsourcing. Design principles are one of the most widely used 
vehicles to “convey design knowledge that contribute beyond instantiations applicable 
in a limited use context” (Chandra et al., 2015, p. 4039). Research typically conceptual-
izes design principles in conjunction with design requirements and design features 
(Meth, Mueller, & Maedche, 2015). Design requirements represent meta-requirements 
(Walls et al., 1992) which describe the “generic requirements that any artifact instanti-
ated from this design should meet” (Meth et al., 2015, p. 807). Design principles can be 
defined as statements that prescribe how instantiated artifacts should be built in order to 
meet its requirements (Chandra et al., 2015; Meth et al., 2015). Design features represent 
specific ways to implement design principles in an actual artifact (Meth et al., 2015). 
Thus, design principles represent the link between overarching design requirements and 
concrete design features. They are important for IS research and practice on three ac-
counts (Chandra et al., 2015). First, they abstract away from specific instantiations (e.g., 
design features) and capture design knowledge about instances of artifacts that belong 
to the same class (Sein, Henfridsson, Rossi, & Lindgren, 2011). Second, they communi-
cate essential design knowledge and prescribe “what and how to build an artifact in 
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order to achieve a predefined design goal [i.e., a design requirement]” (Chandra et al., 
2015, p. 4040). Third, they contribute to more comprehensive design theories, e.g., IS 
designs for intelligent DSS (Gregor & Jones, 2007). 

7.2.1 Research Process and Context 

In order to systematically develop design requirements, design principles, and design 
features for intelligent DSS in crowdsourcing, we followed the well-established DSR 
process proposed by Peffers et al. (2007). This approach synthesizes the common phases 
of design science research discussed in existing literature (e.g., Hevner et al., 2004; 
Walls et al., 1992). Figure 8 below provides an overview of our process. As design sci-
ence research represents an iterative and incremental approach (Hevner et al., 2004), we 
conducted three design-and-evaluate iterations. The data collection and analysis in these 
iterations is explained in more detail in section 7.2.2. 

 

Figure 8: Design Science Research Approach 
Source: Own Illustration based on Peffers et al. (2007) 

Our research context was a cross-industry research consortium (Österle & Otto, 2010, 
p. 283) that consisted of 2 financial institutes, 2 insurance companies, 2 industrial cor-
porations, 1 multinational retailer, and 1 public transportation provider. All companies 
use crowdsourcing for software testing and innovation (CST). This setting was chosen 
because CST exhibits two characteristics that make it especially well-suited for devel-
oping overarching design principles for intelligent DSS. First, CST comprises different 
types of textual contributions. Functional testing, for example, requires the crowd to 
contribute short and technical bug reports with ground truth, while usability testing aims 
to elicit generative feedback and ideas for software features with no ground truth. Sec-
ond, CST comprises distinct decision making activities. In functional testing, decision 
makers are required to judge the severity of bug reports and prioritize them. In usability 
testing, they need to aggregate feedback and select the most requested features for 
change requests. Thus, CST can be regarded as a “microcosm” (Leicht et al., 2016, p. 
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3) for crowdsourcing insofar that it integrates a variety of textual contributions and de-
cision making tasks in one unified setting. This should benefit the generalizability of the 
design principles beyond our research context. 

7.2.2 Data Collection and Analysis 

The three DSR iterations were conducted over a period of 3.5 years from December 
2015 to June 2019. The final set of design requirements, design principles, and design 
features is based on rich data from a total of 41 semi-structured interviews, 13 focus 
group discussions with 53 participants, statistical analyses and simulations with data 
from 676 crowdsourcing projects, and 2 field tests with complete DSS in organizations. 

In the first iteration, we aimed at defining an initial set of design requirements, design 
principles, and design features for intelligent DSS in crowdsourcing. For this purpose, 
we reviewed existing literature on decision making and decision support (e.g., Shim et 
al., 2002; Todd & Benbasat, 1999), and conducted 4 expert workshops and interviews 
with 40 participants from our research consortium. We employed moderated focus 
group discussions (Morgan, 1997) and asked the participants to describe the 
crowdsourcing process, explicate focal challenges, and outline potential improvements 
through DSS. We took notes and clustered the responses. To evaluate our results, we 
conducted 31 semi-structured with independent, external subject-matter experts (e.g., 
testing experts, QA managers, software developers). These interviews served as a first, 
formative evaluation7 (Venable, Pries-Heje, & Baskerville, 2016). 

In the second iteration, we focused on instantiating the design requirements, design 
principles, and design features in feasible software prototypes to ensure their technical 
feasibility. For this purpose, we referred to well-established text mining and machine 
learning algorithms (e.g., Breiman, 2001). We developed these prototypes in Python and 
demonstrated them in 9 expert workshops with 16 participants to gather insights on how 
to configure the algorithms, achieve sufficient performance (i.e., accuracy, sensitivity, 
specificity; Fawcett, 2006), and visualize the results. To ensure that the prototypes are 
feasible and achieve the targeted performance, we used simulations with data from 676 
crowdsourcing projects conducted by organizations in our research consortium. The 
training and test data comprised more than 300’000 crowdsourced contributions. The 
simulations served as a second, formative evaluation7 with instantiated prototypes 
(Venable et al., 2016). 

 
7 For more details on the evaluation, please refer to section 7.3.2. 
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In the third iteration, we focused on implementing a complete DSS in organizations of 
our consortium. We used insights from existing research on DSS designs (e.g., Silver, 
1991) to develop a functional front end, a back end with our text mining and machine 
learning prototypes, and a database for a web-based DSS in crowdsourcing. We con-
ducted 10 semi-structured interviews during which we demonstrated mockups of the 
system to experts (e.g., testing experts, QA managers) and gathered their feedback on 
the functionality of the system and the visualization of the results. As a final, summative 
evaluation7, we conducted 2 field tests and implemented the DSS in organizations 
(Venable et al., 2016).  

7.3 Design Knowledge for Intelligent DSS in Crowdsourcing 

7.3.1 Design Requirements, Design Principles, and Design Features 

Design principles communicate design knowledge on how to build an artifact to achieve 
a predefined design goal (Chandra et al., 2015). We refer to such design goals as design 
requirements (Meth et al., 2015; Walls et al., 1992). In decision support theory, existing 
research typically describes two primary objectives of decision makers: maximizing de-
cision quality and minimizing effort (Shim et al., 2002; Todd & Benbasat, 1999). In 
practice, the decision makers in our workshops and interviews described similar goals 
and outlined two major issues in crowdsourcing that need to be addressed: (1) the quan-
tity of contributions and (2) the complexity of their content. The former makes the eval-
uation time-consuming (e.g., “it is not possible to manually process and evaluate all 
data”; Innovation Manager, IT Services). The latter induces a high information load and 
makes the evaluation error-prone (e.g., “it is definitely possible that a business analyst 
will reject [a change request] at a later stage because I made a mistake”; Test Manager, 
Retail Bank). Thus, as a first important insight, we find that intelligent DSS should at 
least aim to increase (1) the efficiency and (2) the effectiveness of decision making in 
order to be useful in crowdsourcing. Importantly, however, the workshops and inter-
views revealed two additional requirements that have received much less attention in 
existing DSS research: maintaining transparency and control during decision making. 
For decision makers, intelligent DSS often represent a black box if they are not well 
explained (e.g., “I would not blindly trust automated reports. I always want to know 
what is going on. I want to have enough control to be able to intervene”, Test Manager, 
Insurance). Transparency can be defined as a “mechanism to expose decision making” 
(Theodorou, Wortham, & Bryson, 2017, p. 233). Siau & Wang (2018) explain that for 
intelligent DSS, it is crucial to be able to understand “how they are programmed and 



104 

what function will be performed in certain conditions. [A DSS] should be able to ex-
plain/justify its behaviors and decisions” (p. 51). Control, on the other hand, refers to 
“the degree of actual influence over the nature of the decision made” (Tyler, Rasinski, 
& Spodick, 1985, p. 72). It involves authority over the procedure through which a deci-
sion is made. Thus, as a second important insight, we argue that the design of an intel-
ligent DSS in crowdsourcing should be considerate of two additional meta-requirements 
that revolve around (3) maintaining a sufficient degree of transparency and (4) main-
taining a sufficient degree of control by its user. Figure 9 depicts the design requirements 
with theoretical and practical sources. 

 

Figure 9: Design Requirements for Intelligent DSS in Crowdsourcing 
Source: Own Illustration 

Guided by these design requirements (DR), we developed design principles (DP) and 
design features (DF) for intelligent DSS in crowdsourcing. The workshops and inter-
views revealed 4 design principles that make it possible to reduce the manual effort and 
information load in crowdsourcing: an omission of irrelevant contributions (DP1), a 
consolidation of redundant contributions (DP2), a prioritization of important contribu-
tions (DP3), and an indication of the recommended decision (DP4). DSS that follow 
these design principles help to increase the efficiency (DR1) and effectiveness (DR2) of 
decision making in crowdsourcing. In crowdsourcing, it is possible to instantiate these 
principles with spam filters (DF1), triaging systems that group similar feedback (DF2), 
duplicate detection with sentiment analysis (DF3), and recommendations (i.e., probabil-
ities for successful implementation; DF4). However, given that these features are part 
of intelligent DSS and build upon text mining and machine learning algorithms, it is 
crucial to maintain transparency (DR3) and control (DR4). The workshops and inter-
views revealed three additional design principles to address these design requirements: 
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Project Leader, Retail Company: “There is a lot of manual 
effort involved because most crowdsourced data are highly unstructured.”
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a translation of machine outputs in human understandable actions (DP5), an explanation 
of operations leading to recommended actions (DP6), and a potential adapation of op-
erations and rules (DP7). To instantiate these principles, the DSS should communicate 
the results in actionable and easy interpretable statements instead of abstract values or 
outputs (DF5), include popups and tooltips to explain the results (DF6), and allow the 
user of the DSS to configure the system and control the workflow (DF7). Figure 10 
provides an integrated overview of our findings. 

 

Figure 10: Overview of Design Requirements, Principles, and Features 
Source: Own Illustration based on Meth et al. (2015) 

 

Figure 11: Front End of the DSS with Design Features 
Source: Own Illustration 

For the final instantiation of our design principles and design features, we developed a 
complete DSS (see Figure 11). Exhibit A shows the system’s analytics dashboard 
(Holsapple et al., 2014) that allows decision makers to visualize key performance indi-
cators and monitor trends. It gives access to aggregated, high-level data and aims to 
provide a better understanding of the crowdsourced data. The interface is tile-based and 
offers the decision makers control over the appearance and the order of the algorithms’ 
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results. The underlying functions are explained in tooltips. Exhibit B shows a drill-down 
view into low-level data. These views are accessible through the dashboard and allow 
decision makers to search or scan for specific information in crowdsourced data once 
interesting patterns or trends have been identified. The DSS prioritizes important con-
tributions, collapses duplicates, and offers recommendations in this view. Based on the 
decision makers’ actions, verified labels are generated to improve the models in the back 
end. 

7.3.2 Evaluation Results 

For the evaluation (see Table 13), we followed the framework proposed by Venable et 
al. (2016). This evaluation framework creates a bridge between evaluation goals (form-
ative or summative) and evaluation strategies (artificial or naturalistic) in DSR.  

 Iteration 1 Iteration 2 Iteration 3 

Goal Relevancy (formative) Feasibility (formative) Usefulness (summative) 

Strategy Qualitative (artificial) Quantitative (artificial) Mixed (naturalistic) 

Method Interviews Simulations Field Tests 

Data 31 semi-structured  
interviews  

300’000 training and test 
data from 676 projects  

Usage data; 10 semi-struc-
tured interviews  

Table 13: Overview of Evaluation 
Source: Own Illustration based on Venable et al. (2016) 

First, we aimed to evaluate whether the requirements, principles, and features are rele-
vant for DSS designs or whether they need to be adapted. The results of our 31 semi-
structured interviews with independent subject-matter experts are consistent with find-
ings from our workshops and from theory. They confirm that decision makers are look-
ing for ways to increase their efficiency (e.g., “faster reaction times”; Test Manager, 
Financial Services; DR1, DP1-4) and effectiveness (e.g., “categorize feedback to exam-
ine the effectiveness of new app releases and updates”; Technical Project Manager, Mo-
bile App; DR2, DP1-4). They also emphasized that transparency (e.g., “transparent and 
comprehensive results”, Interaction Designer, Marketing Services; DR3, DP5-6) and 
control (e.g., a “human-centered approach” with as much user control as possible; Pro-
ject Manager, Utilities Provider; DR4, DP7) would be imperative for any intelligent 
DSS used in their jobs. Thus, we find support that our requirements, principles, and 
features capture relevant components for intelligent DSS designs.  

Second, we aimed to ensure that the principles and features are technically feasible and 
can be instantiated. The results of our simulations with data from 676 crowdsourcing 
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projects in the consortium are listed in Table 14. The performance measures show that 
classification algorithms are capable to achieve the decision makers’ minimum require-
ments of 75% for the accuracy of DF1-DF4. We also note that the sensitivity and spec-
ificity are sufficiently high. The implementation of DF5-7 is possible with standard web-
technologies for front end design (e.g., HTML, CSS, Javascript). 

 Requirement (Acc.) Accuracy Sensitivity Specificity 

DF1 0.75 0.76 0.75 0.77 

DF2 0.75 0.86 0.76 0.87 

DF3 0.75 0.95 0.83 0.95 

DF4 0.75 0.72 0.76 0.69 

Table 14: Results of the Formative Evaluation in Second DSR Iteration 
Source: Own Illustration 

As a final, summative evaluation to ensure that our principles and features are useful 
and address the requirements with a DSS, we conducted 2 field tests with the DSS in 
organizations. We collected usage data and interviewed decision makers. For the eval-
uation of the efficiency (DR1) and the effectiveness (DR2), we followed Sproles’ 
(2001). We were interested in the time reduction to process crowdsourced data (i.e., 
“how well the solution does what it actually does”; Sproles, 2001, p. 146) and asked the 
decision makers whether the DSS supports the evaluation (i.e., “the capability of a 
solution to meet the needs of a problem”; Sproles, 2001, p. 146). Pre-support processing 
was reported to take around 8 hours for 221 contributions. Post-support processing with 
the DSS took 4 hours (-50%) for the same data. In the second case, the reduction was 
reported to amount to -20%. The decision makers stated that the reduction is substantial 
and explained that DP2 and DP3 are particularly effective to support the evaluation. The 
decision makers confirmed that the tooltips (DP6) and the translated labels (DP5) of-
fered the necessary explanation to understand the DSS’s operations and interpret the 
reliability of the results (DR3). They also explained that the opportunity to change pa-
rameters (e.g., thresholds; DP7) and the authority over the final decisions gives them 
sufficient influence and control. 

7.4 Discussion of the Design Knowledge 

Taken together, the results of our study offer a number of important insights for the 
design of intelligent DSS in crowdsourcing. A key insight from the first iteration of our 
DSR study is that the traditional efficiency-effectiveness framework as discussed in ex-
isting decision support research (Shim et al., 2002; Todd & Benbasat, 1999; W. Wang 
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& Benbasat, 2009) does not sufficiently capture the decision makers’ requirements for 
intelligent systems. Surprisingly, however, it is not primarily trust that is important for 
decision makers as discussed in much related literature (e.g., Siau & Wang, 2018; L. 
Wang, Jamieson, & Hollands, 2009). Trust is generally defined as “the willingness of a 
party to be vulnerable to the actions of another party […] irrespective of the ability to 
monitor or control that other party” (Mayer, Davis, & Schoorman, 1995, p. 712). How-
ever, our results show that decision makers do want to monitor and control intelligent 
systems. We find transparency and control to be crucial for the willingness of decision 
makers to work with intelligent DSS and rely on their results. They might also serve as 
crucial antecedents for trust in intelligent DSS (cf. Siau & Wang, 2018). Thus, we argue 
that maintaining transparency and control should be regarded as important meta-require-
ments for the design of intelligent DSS in crowdsourcing.  

Second, insights from our study allow us to understand and explain the mechanisms 
through which efficiency, effectiveness, transparency, and control can be addressed. We 
find that, in crowdsourcing, increased efficiency and effectiveness can be explained by 
a reduction of both manual effort and information load in processing highly unstructured 
data (DP1-4) (Häubl & Trifts, 2000; Silver, 1991). However, even if the DSS is able to 
efficiently and effectively automate tasks, it is still important to give the users of the 
system a form of “decision control” (Tyler et al., 1985). Here, we find that transparency 
and control are related to (and achievable by) an understanding of the system’s functions 
and an adequate representation of its results (DP5-7) (Siau & Wang, 2018). Our study 
provides exemplary features for DSS designs. 

Third, insights from our study demonstrate that the instantiation of these design princi-
ples in intelligent DSS is both technically feasible and economically viable to support 
decision makers in crowdsourcing. From a technical perspective, our prototypes show 
that, even with traditional machine learning approaches (e.g., random forest algorithms; 
Breiman, 2001), it is possible achieve performance measures that are sufficient for prac-
tical use in crowdsourcing. From an economical perspective, our implemented DSS was 
able to reduce to manual workload of decision makers by up to 50%, which may lead to 
considerable savings in terms of cost and time. In line with existing research (Chen et 
al., 2012), we see organizations greatly benefitting from these technologies in 
crowdsourcing. 

7.4.1 Implications for Theory  

For research on decision support, we introduce transparency and control as two addi-
tional meta-requirements for intelligent systems. Existing decision support research has 
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mostly focused on the traditional efficiency-effectiveness framework (e.g., Shim et al., 
2002; Todd & Benbasat, 1999; W. Wang & Benbasat, 2009). Recently, however, with 
a shift towards large-scale, unstructured data collected from crowds (Holsapple et al., 
2014), scholars in the DSS field emphasized that “this shift necessitates reconsidering 
guidelines for the design product and design process” (Abbasi et al., 2016, p. xvi) of 
DSS. Our study addresses this call and shows that increased efficiency and effectiveness 
are not sufficient for decision makers working with intelligent DSS. Instead, we find 
that transparency and control serve as key components for the adoption of intelligent 
DSS. Thus, we provide more “nuanced design requirements” (Abbasi et al., 2016, p. 
xvii) as requested in related literature.  

For research on crowdsourcing, we capture the theoretical design knowledge for instan-
tiating DSS based on text mining and machine learning. Prior studies have already ex-
amined isolated instantiations of these technologies and exemplified their capabilities in 
domain-specific applications (e.g., Barbier et al., 2012; Feng et al., 2015; Walter & 
Back, 2013). We extend these studies and provide a set of design principles that guide 
the deployment and adoption of text mining and machine learning in intelligent DSS. 
The design principles represent the link between overarching design requirements and 
concrete design features. They explain how efficiency, effectiveness, transparency, and 
control in decision making can be increased. 

7.4.2 Practical Contributions 

Our study also offers a number of practical contributions for developers of DSS and 
managers of crowdsourcing initiatives or platforms. For developers, we describe spe-
cific design features that show how the design principles can be instantiated in order to 
meet the four design requirements of intelligent DSS in crowdsourcing. These features 
include a quality/spam filter, a categorization system, a sentiment analysis in combina-
tion with duplicate recognition, and recommendations based on predictive models for 
the decision makers. Based on our results, we also urge developers to translate raw ma-
chine outputs into more human understandable actions and to pay attention to documen-
tation and tooltips to explain the functionality of the underlying algorithms.  

Second, for managers of crowdsourcing initiatives or platforms, our findings show that 
adequate intelligent DSS may drastically increase the efficiency and effectiveness of the 
evaluation of user-generated contributions by crowds. Abbasi et al. (2016), for example, 
emphasize that “IS research needs to not only contribute to the design but also examine 
the feasibility and effectiveness of such IT artifacts for different stakeholders” (p. viii). 
Decision makers that used our DSS were able to reduce the required time to process the 
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contributions by 50%. Based on our findings, we recommend managers of crowdsourc-
ing initiatives to make use of such systems and implement text mining and machine 
learning algorithms on crowdsourcing platforms. We found that these technologies are 
both technically feasible and economically viable to support decision makers in evalu-
ating large amounts of crowdsourced contributions.  

7.4.3 Limitations and Outlook 

As with all research, there are limitations to the findings presented in this study. First, 
our study focused specifically on intelligent DSS that deal with textual data in CST. 
While we believe that our design requirements also translate to other intelligent DSS 
beyond crowdsourcing, we cannot claim that our design principles and features capture 
universal design knowledge for all other forms of intelligent DSS. We urge future re-
search to investigate design principles and features for other contexts and examine sim-
ilarities or differences between them (e.g., study the mutability of our principles; Gregor 
& Jones, 2007).  

Second, we followed Chandra et al. (2015) and captured design knowledge in the form 
of design requirements, design principles, and design features. We acknowledge that the 
conceptualization of design requirements, design principles, and design features repre-
sents only the first step toward a more comprehensive understanding of IS designs for 
intelligent DSS. We see great potential in future research to extend our study and delve 
deeper into principles of implementations for DSS (e.g., methods or processes for 
organizational adoption; Gregor & Jones, 2007) and use patterns (e.g., testable 
propositions; Gregor & Jones, 2007). 

Third, we focused on system design rather than system use of intelligent DSS. Thus, an 
interesting avenue for future research is to study in more detail how different designs of 
intelligent DSS affect performance in organizations and how decision makers work with 
these systems. We strongly believe that these technologies will represent fundamental 
components for future DSS designs and thus justify further research. 

7.5 Conclusion of Chapter 

In crowdsourcing, it represents a challenge to process textual contributions. Research 
already examined the technical capabilities of text mining and machine learning to sup-
port decision makers. Yet, it remained unclear how to design intelligent DSS based on 
these algorithms. We addressed this gap with a DSR approach and developed design 
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requirements, design principles, and design features to guide the development of intel-
ligent DSS in crowdsourcing. Our study shows that intelligent DSS based on these prin-
ciples are feasible to support decision makers in evaluating crowdsourced data.  
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8 SYNTHESIS OF THE FINDINGS 
The overarching objective of this dissertation was to study decision making in 
crowdsourcing and examine how text mining and machine learning can provide decision 
support. Based on the findings presented in the dissertation, it is possible to draw a com-
prehensive picture of emerging patterns of decision making in crowdsourcing (RQ1), 
understand how text mining and machine learning can be used to support decision mak-
ing and process crowdsourced data (RQ2), and outline adequate design principles for 
decision support systems in crowdsourcing based on these technologies (RQ3). The fol-
lowing sections integrate and discuss these findings. 

8.1 The Nature of Decision Making in Crowdsourcing 

With regard to the characteristics of decision making processes in crowdsourcing (RQ1), 
the dissertation reveals two important differences compared to traditional organizational 
settings. First, in crowdsourcing, decision makers have the opportunity to freely source 
and prospect new data. This may lead to better-informed decisions. Compared to tradi-
tional decision making in organizations, they are no longer limited to existing databases 
nor do they have to build upon extant knowledge in their organizations. Instead, they 
can access vast pools of user-generated content and behavioral data from crowds at any 
stage of decision making. In this way, crowdsourcing may drastically facilitate the col-
lection of data and enables decisions to be grounded on actual data from large networks 
of people. Such developments have frequently been described as a shift towards more 
open, data-driven decision making that draws upon actual information about people’s 
behavior, opinions, or choices (Abbasi et al., 2016; Lycett, 2013; Sharma et al., 2014). 
Second, however, this new opportunity to freely source and prospect data does have a 
downside. The characteristics of the data and the way in which they need to be processed 
during decision making become more complex. In traditional, controlled environments, 
it is possible to ensure data quality through clear specification of input and output re-
quirements. In crowdsourcing, with distributed and diverse information sources, “the 
traditional process of information requirements determination is practically unachieva-
ble” (Lukyanenko et al., 2014, p. 687). Thus, working with crowdsourced data is often 
challenging and requires sophistical data-processing activities before they can be used.  

With these differences in the way that data can be sourced and the way that data need to 
be processed, the nature of decision making changes in crowdsourcing. In existing lit-
erature, these changes were not well understood (Sharma et al., 2014). Thus, the first 
research question of the dissertation aimed to explore the patterns of decision making 
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that emerge in crowdsourcing. The findings to answer this research question were pre-
sented in chapter 3. They provided an in-depth understanding of these patterns and their 
characteristics. The findings reveal two important insights.  

A first important insight is that decision making processes in crowdsourcing can be de-
scribed sequences of five distinct phases. These phases represent germane episodes of 
(1) sourcing, (2) validating, (3) consolidating, and (4) evaluating data to (5) choose ad-
equate courses of actions for solving an organizational problem. On the one hand, these 
findings make it possible to better understand how decision makers leverage 
crowdsourced data. In this way, they may help to identify critical activities or phases 
during crowdsourcing projects in terms of time and effort and offer a more granular, 
data-centric perspective on decision making than the traditional phase theorem (cf. 
Simon, 1960). On the other hand, the phases allow for a flexible and modular analysis 
of their alignment during decision making. Given the opportunity to work with actual 
data from large and diverse networks of people, decision makers in crowdsourcing are 
often found to alternate between phases. This leads to the second important insight. 

A second important insight is that decision making processes in crowdsourcing do not 
always represent a predetermined sequence of phases but rather follow different pat-
terns. The findings presented in chapter 3 reveal that there are four dominant patterns of 
decision making in crowdsourcing. These patterns are the result of an interaction be-
tween the structure of the decision problem and the decision maker’s mode of acquiring 
information. Decision making follows sequential patterns when decision makers use 
crowdsourced data to efficiently “inform” decisions or gradually “solve” decision prob-
lems. In these cases, decision makers employ a goal-oriented search and follow prede-
fined routines. Decision making follows more recursive and iterative patterns when de-
cision makers use crowdsourcing to “explore” new options or better “understand” them. 
In these cases, data act as drivers for the decision making process and decision makers 
employ a dynamic and open scanning for information. These patterns contrast early 
models of decision making, which either assumed that decision making is mostly linear 
(e.g., Simon, 1960) or does generally not exhibit any recurring structure (e.g., Witte, 
1972). They are more in line with more recent with findings presented by Mintzberg et 
al. (1976) and Boonstra (2003), who argue that it is possible to “identify general patterns 
and a basic logic in decision-making, although the processes are not always predeter-
mined, linear and explicit” (p. 197).  
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8.2 Mechanisms to Support Decision Makers in Crowdsourcing 

The findings described in chapter 3 not only provide a better understanding of decision 
making in crowdsourcing, they also offer valuable insights with regard to how decision 
making can be supported (RQ2). In related literature, the degree to which decision mak-
ing can – and should – be supported in these situations is highly debated. Markus (2015), 
for example, note a “large-scale shift to decision automation” (p. 58) in recent years, 
while Sharma et al. (2014) emphasize that “human insights are still involved in ‘accept-
ing’ the insights generated via machine learning as being valid and useful” and “in ‘de-
ciding’ to deploy them to run operations in an unguided manner” (p. 436). Arnott and 
Pervan (2012), on the other hand, argue that decision support mechanisms should ulti-
mately “support decision-making, not replace the person in the decision-making pro-
cess” (p. 925). The results of the dissertation show that there is high potential to combine 
automated data-processing procedures with human judgement from decision makers to 
fully leverage crowdsourcing and capture value from crowdsourced data. Text mining 
and machine learning provide the technological means to support decision making 
through the (semi-)automated processing of unstructured data. Chapters 4 to 6 studied 
in more detail how crowds generate valuable contributions and how text mining and 
machine learning can be used to facilitate their evaluation. Thus, they show how the 
patterns of decision making identified in chapter 3 can potentially be supported. 

In cases where decision making patterns resemble a goal-oriented search for information 
(e.g., when analyzing and verifying defect reports in crowdsourced software testing), 
there is great potential to support decision makers by automating repetitive data-pro-
cessing activities for increased efficiency in decision making. Chapter 4 built upon these 
findings and showed how text mining and machine learning can be used to automate the 
time-consuming validation of crowdsourced data through a filtering mechanism. The 
results suggest that it is possible to explain and predict the quality of contributions in 
crowdsourcing based purely on textual features of crowdsourced contributions. These 
results provide evidence for the relationship between a contribution’s quality and its 
contextual and representational characteristics. Thus, they show that is possible to train 
machine learning algorithms to analyze contextual and representational characteristics 
of crowdsourced contributions and make predictions about their quality. In addition, the 
models and variables presented in chapter 4 describe how to operationalize these con-
textual and representational characteristics. Four variables (i.e., length, specificity, read-
ability, and spelling) have been shown to work well with a random forest algorithm to 
automatically assess and classify textual contributions. This may provide the foundation 
for partially automating the evaluation of textual data in crowdsourcing.  
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In cases where decision making patterns reflect a more dynamic exploration of data 
(e.g., when deciding on new products during innovation campaigns), there is great po-
tential to support decision makers in identifying valuable contributions and extracting 
novel insights from crowdsourced data. Chapters 5 and 6 built upon these findings and 
studied the emergence and recombination of knowledge in crowds to potentially identify 
valuable contributions more easily. The findings show that valuable contributions often 
result from collaborative efforts in a crowd and emerge from a combination of different 
ideas and comments. Valuable contributions initially emerge from novel ideas provided 
by individuals in the crowd who are not highly connected. These individuals have 
unique informational benefits and can serve as knowledge brokers that introduce new 
knowledge to a crowd. Individuals who are highly connected may add to these contri-
butions by integrating and transferring complex and local knowledge through discus-
sions. In this way, the findings offer important insights with regard to the origin of val-
uable contributions and the way they are developed by individuals in the crowd.  

Taken together, chapters 4 to 6 show the potential of text mining and machine learning 
to provide decision support by analyzing the characteristics of both crowdsourced data 
and their contributors. They contribute the empirical foundations to develop sophisti-
cated decision support systems that integrate these algorithms and models to facilitate 
the evaluation of large amounts of contributions on crowdsourcing platforms.  

8.3 Building Information Systems for Decision Support 

Based on the decision making patterns described in chapter 3 and the empirical founda-
tions on how to support decision making with text mining and machine learning devel-
oped in chapters 4 to 6, an important question that arises for IS research is how to design 
related decision support systems (RQ3). Design principles are one of the most widely 
used vehicles to convey such design knowledge (Chandra et al., 2015). They are typi-
cally conceptualized in conjunction with design requirements and design features (Meth 
et al., 2015). Thus, the DSR study in chapter 7 was concerned with investigating design 
requirements, design principles, and design features for decision support systems in 
crowdsourcing that build upon text mining and machine learning technologies.  

One of the most important findings described in chapter 7 is that decision makers are 
often hesitant to trust text mining and machine learning technologies in crowdsourcing. 
For decision makers, transparency and control are two fundamental requirements when 
it comes to using intelligent decision support systems based on these technologies. That 
is, decision makers want to be able to understand how the underlying algorithms work 
and intervene if they do not agree with their results or recommendations. Thus, when 
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designing intelligent decision support systems based on text mining and machine learn-
ing technologies in crowdsourcing, focusing purely on increasing the efficiency and ef-
fectiveness in decision making as suggested in most existing research (e.g., Shim et al., 
2002; Todd & Benbasat, 1999; W. Wang & Benbasat, 2009) is not sufficient to ensure 
an acceptance and adoption of such systems – even if text mining and machine learning 
are technically able to address these two requirements. 

Furthermore, while chapters 4 to 6 showed how text mining and machine learning can 
be used to automatically measure and examine the characteristics of crowdsourced data 
and their contributors, they did not prescribe how to design decision support mecha-
nisms based on text mining and machine learning. Chapter 7 extends these findings and 
outlines overarching design principles on how to address the efficiency, effectiveness, 
transparency, and control in decision support systems. The guiding design principles in 
crowdsourcing to achieve increased efficiency and effectiveness are an omission of ir-
relevant contributions, an aggregation of redundant contributions, a prioritization of im-
portant information, and an indication of recommended actions. These principles reso-
nate strongly with the mechanisms and models described in chapters 4 to 6. They relate 
to a reduction of both manual effort and information load (Häubl & Trifts, 2000; Silver, 
1991). As described previously, however, increased efficiency and effectiveness are not 
the only meta-requirements for the design of intelligent decision support systems in 
crowdsourcing. It is also important to consider the representation of the system’s results 
and recommendations (transparency) and potential interventions by the decision maker 
(control). Thus, chapter 7 shows that these objectives can be achieved in crowdsourcing 
by translating machine outputs into human understandable actions, by clearly explaining 
the operations that led to the recommended actions, and by adapting the operations and 
rules to fit user preferences.  

Finally, and most importantly, decision support systems that use text mining and ma-
chine learning and are based on these design principles have shown to be viable to sup-
port decision makers in crowdsourcing. The results presented in chapter 7 show that, 
from a technical perspective, traditional machine learning algorithms (e.g., random 
forest algorithms; Breiman, 2001) are able to achieve performance measures that are 
sufficient for applications in crowdsourcing. From an economical perspective, decision 
makers that used intelligent decision support systems in crowdsourcing were able to 
reduce the manual workload by up to 50%. In line with existing research (Chen et al., 
2012), this shows the great potential of these technologies to support decision making 
and realize considerable savings in terms of cost and time in crowdsourcing.  
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9 THEORETICAL CONTRIBUTIONS  
The dissertation offers theoretical contributions for research on decision making, re-
search on crowdsourcing, and research on decision support systems. The following sec-
tions discuss the theoretical contributions for each of these research streams. 

9.1 Decision Making Patterns for Research on Decision Making  

To date, much existing research in the field of decision making built upon the traditional 
decision making model proposed by Simon (1960) and assumed that “structured (often 
quantitative) data is intentionally collected to inform specific models and provide pre-
defined input to the decision-making process” (Constantiou & Kallinikos, 2015, p. 45). 
Comprehensive literature reviews show that this model remains the “most cited concep-
tualization of the phase theorem of decision making” (Arnott & Pervan, 2014, p. 271). 
In recent years, however, there has been a move “toward dealing with massive collec-
tions of relatively unstructured data“ (Holsapple et al., 2014, p. 131). Scholars thus be-
gan to question how the nature of decision making changes in this context and have 
issued multiple calls for research to study decision making in environments that deal 
with large amounts of unstructured data (e.g., Abbasi et al., 2016; Constantiou & 
Kallinikos, 2015; Sharma et al., 2014). The dissertation addresses this gap and uses 
crowdsourcing as an exemplary case to examine how decision making changes in this 
context. The dissertation yields two important contributions to this research field. 

First, the findings presented in this dissertation show that decision making does not al-
ways adhere to a systematic and linear structure. This contrasts the traditional phase 
theorem of decision making (cf. Simon, 1960) and reveals its limitations in more data-
driven environments, such as crowdsourcing. A systematic and linear structure in deci-
sion making may still occur when decision makers employ a goal-oriented search and 
have a good understanding of how to source and analyze data (e.g., in crowdsourced 
software testing). However, there is evidence that, especially when facing unstructured 
decision problems (e.g., innovation problems), decision making becomes much more 
flexible and volatile than assumed by the traditional phase theorem. When given the 
opportunity to freely source and prospect data, decision makers tend to employ a more 
dynamic and open scanning for information, with decision making processes becoming 
increasingly recursive and iterative in nature. Thus, in such decision settings, decision 
making reflects a data-driven “sense-making process” (Lycett, 2013).  
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Second, in response to the rather deterministic phase theorem (cf. Simon, 1960), some 
scholars have rejected the idea of distinct phases in decision making and argued that 
decision making rather consists of a plurality of sub-decisions oftentimes occurring sim-
ultaneously while gathering and processing information (e.g., Witte, 1972). However, 
the results of this dissertation show that even more dynamic and data-driven “sense-
making processes” during decision making are not random. Instead, the dissertation 
shows that an interaction between the structure of the underlying decision problem 
(Shim et al., 2002; Simon, 1960) and the decision maker’s mode of acquiring infor-
mation (Aguilar, 1967; Huber, 1991; Vandenbosch & Huff, 1997) may evoke different 
patterns in decision making. Thus, the findings of the dissertation extend findings by 
Boonstra (2003) and Mintzberg et al. (1976), who have already argued for the existence 
of different patterns in decision making. The dissertation shows how the phase theorem 
of decision making can be extended to data-driven contexts, by describing different path 
configurations of decision making phases rather than a uniform process. 

9.2 Determinants of Contribution Quality for Research on Crowds 

In research on online crowds and crowdsourcing, there has been an increasing interest 
to leverage crowdsourced data to uncover new insights on how large networks of people 
create and share knowledge (e.g., Bayus, 2013; Huang et al., 2014; Schemmann et al., 
2016) and how such insights can be used to support decision making processes in or-
ganizations (e.g., Hoornaert et al., 2017; M. Li et al., 2016). To this end, Hoornaert et 
al. (2017) argue that it is crucial to understand the content of crowdsourced data, the 
contributors of the data, and the crowd in which the contributors are embedded. This 
understanding not only makes it possible to explain behavior in crowds. It also makes it 
possible to better identify valuable contributions and support decision makers that en-
gage online crowds. The findings presented in this dissertation contribute to research on 
online crowds and crowdsourcing on three accounts. 

First, the dissertation describes the relationship between the quality of crowdsourced 
data and their contextual and representational characteristics. It extends previous frame-
works for data quality presented in related literature (e.g., Otterbacher, 2009; R. Y. 
Wang & Strong, 1996) and provides empirical evidence that the quality of textual con-
tributions in crowdsourcing can be explained by four features: the length, the specificity, 
the readability, and the spelling. These features show that textual contributions in 
crowdsourcing need to be well-elaborated and precise in order to be useful for decision 
makers in organizations (contextual characteristics) and that they need to be presented 
in a clear and easily interpretable manner (representational characteristics). With these 
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insights, the dissertation also contributes the foundation for partially automating the 
evaluation of textual data in crowdsourcing and supporting decision makers. The length 
of a contribution has shown to be one of the most effective indicators for explaining and 
predicting its quality, while the readability and the specificity reveal moderate predictive 
power. The spelling represents the least important feature for the classification.  

Second, the dissertation provides an extended understanding of how large networks of 
people create and share knowledge with their textual contributions. Much related re-
search so far has suggested that engaging in crowdsourcing is a very efficient and effec-
tive approach to span organizational boundaries and elicit new knowledge to solve prob-
lems (e.g., Afuah & Tucci, 2012; Jeppesen & Lakhani, 2010). However, the findings of 
the dissertation outline the limitations of crowdsourcing and highlight challenges for 
effective decision making. Even on crowdsourcing platforms, increased participation 
and collaboration have been found to lead to dominant paradigms and local knowledge 
bases. Thus, simply engaging in crowdsourcing is not sufficient to elicit or find new 
knowledge. Novel information is likely to be solicited from individual who are not yet 
highly connected in a crowd. They often serve as knowledge brokers and are able to 
introduce new and diverse perspectives to the crowd. Immersed users, on the hand, are 
better capable to integrate and transfer knowledge through discussions. Thus, in line 
with Hoornaert et al. (2017), the findings underline that it is important to examine not 
only the content of the contributions, but also the characteristics of their contributors 
and the crowd in which they are embedded. 

Third, the results of the dissertation extend our understanding of collaboration and 
knowledge recombination in crowdsourcing (e.g., Faraj et al., 2011; Majchrzak & 
Malhotra, 2016). Existing research (e.g., Katila & Ahuja, 2002; Winter, 1984) has al-
ready shown that unique and valuable solutions are often created through a combination 
of existing knowledge (depth) with new inputs (scope). The findings presented in this 
dissertation provide a better understanding of these processes in online crowds and show 
how collaboration changes the manner in which individuals are able to operate within – 
or challenge – paradigms. The results show that collaboration increases an individual’s 
ability to operate within paradigms and refine existing topics but decreases his or her 
ability to challenge these paradigms and introduce novel topics. This suggests that indi-
viduals change from being “innovators” to “adaptors” in online crowds over time 
(Kirton, 1976; Nagasundaram & Bostrom, 1994). Paradigm-modifying ideas often 
emerge from individuals who have not yet intensely collaborated and are able to provide 
novel information to the crowd. Individuals with many network ties, on the other hand, 
may refine, integrate, and transfer knowledge. 
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9.3 Design Knowledge for Research on Decision Support Systems  

Over the past years, research on decision support systems has witnessed a fundamental 
shift toward dealing with massive collections of unstructured data (Holsapple et al., 
2014). Decision support systems are becoming increasingly “intelligent” and build upon 
novel text mining and machine learning technologies to deal with these large-scale, un-
structured data (Arnott & Pervan, 2014). As a result, however, the designs and require-
ments for these intelligent systems are expected to change (Abbasi et al., 2016). Scholars 
have emphasized that this makes it necessary to reconsider the “guidelines for the design 
product and design process associated with such artifacts” (Abbasi et al., 2016, p. xvi). 
The dissertation makes important contributions to this research field on two accounts. 

First, most existing research on decision support systems built upon the traditional effi-
ciency-effectiveness framework (Shim et al., 2002; Todd & Benbasat, 1999; W. Wang 
& Benbasat, 2009) and considered improvements to the efficiency and effectiveness of 
decision making as the two overarching objectives (or meta-requirements) for the design 
of decisions support systems. The dissertation extends the traditional efficiency-effec-
tiveness framework and introduces transparency and control as two additional meta-
requirements for the design of intelligent decision support systems. It shows that in-
creased efficiency and effectiveness are not sufficient to ensure an acceptance and adop-
tion of intelligent systems – even if the systems are technically able to address these two 
requirements. The results and recommendations generated by intelligent systems are of-
ten perceived as inscrutable due to inadequate representations and lacking interpretabil-
ity (Siau & Wang, 2018). The dissertation shows that fundamental requirements of de-
cision makers are to be able to understand how the underlying algorithms of intelligent 
systems work and intervene if they do not agree with their results or recommendations. 
Transparency and control should be regarded as additional meta-requirements alongside 
efficiency and effectiveness of intelligent decision support systems.  

Second, while the technical foundations of intelligent decision support systems are al-
ready advanced and well-understood, research still lacked the prescriptive design 
knowledge on how to build these systems (Abbasi et al., 2016). Appropriate IS designs 
are not only crucial for the acceptance and adoption of text mining and machine learning 
(W. Wang & Benbasat, 2005), they also affect how people work with this technology 
and improve their efficiency and effectiveness (Todd & Benbasat, 1999). The disserta-
tion addresses this gap and provides prescriptive knowledge in the form of design prin-
ciples. These design principles serve as a theoretical foundation to evaluate the use pat-
terns and impacts of decision support systems in crowdsourcing (Markus et al., 2002).  



121 

10 PRACTICAL IMPLICATIONS 
The findings of the dissertation offer a number of practical contributions and provide 
valuable insights for improving decision making in crowdsourcing, developing text min-
ing and machine learning models for this purpose, and designing related decision sup-
port systems. The following sections discuss these practical contributions. 

10.1 Improving Decision Making in Crowdsourcing 

For organizations that engage in crowdsourcing, the findings of this dissertation show 
how to improve the efficiency and effectiveness of decision making when facing large 
amounts of user-generated data. Processing and evaluating user-generated contributions 
has often been described as a latent challenge and represented one of the most time-
consuming and cost-intensive activities in practical applications of crowdsourcing (cf. 
Barbier et al., 2012; Blohm et al., 2013; Nagar et al., 2016; Walter & Back, 2013). In 
cases of large projects, such processes could take several weeks (Bjelland & Wood, 
2008) or even years (Blohm et al., 2013). With the results of this dissertation, it is pos-
sible to provide a number of recommendations on how to address these challenges. 

First, chapter 3 offered a better understanding of how decision makers typically process 
crowdsourced data in practice. With these insights, it is possible to better identify the 
phases during decision making that represent critical bottlenecks in terms of time and 
effort and to derive ways to support decision makers during these phases. For structured 
decision problems, where decision making often resembles a goal-oriented search for 
specific information (e.g., in software testing), the potential for improving decision mak-
ing has been found to be especially high by automatically preprocessing data to support 
the time-consuming and repetitive validation of crowdsourced data. In unstructured 
cases, where decision making patterns reflect a more dynamic exploration of data (e.g., 
in product innovation), decision making can be improved by offering in-depth options 
for experimenting with data and visualizing results. Importantly, these findings show 
that there is no “one-size-fits-all” solution to improve decision making in crowdsourcing 
and that organizations should adapt the means for decision support to different, context-
specific decision making patterns. 

Second, the findings presented in this dissertation show that text mining and machine 
learning are able to serve as the technological means to support these decision making 
patterns in crowdsourcing. Organizations that face large amounts of user-generated data 
in crowdsourcing and have mostly relied on a manual evaluation (e.g., expert reviews) 
are urged to integrate text mining and machine in their decision making processes. As 
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shown in chapters 4 to 6, text mining and machine learning are capable to make the 
evaluation of large amounts of crowdsourced data more efficient and effective. They 
can automate time-consuming and repetitive data-processing steps to reduce manual ef-
fort and recommend promising contributions for implementation. This offers the poten-
tial to realize both time and cost savings. 

10.2 Developing Text Mining and Machine Learning Models 

For practitioners that aim to develop these text mining and machine learning applica-
tions in crowdsourcing, the dissertation also offers a set of predictors and models that 
can be used for setting up feasible instantiations in crowdsourcing. 

First, the findings presented in chapter 4 provide developers with four textual features 
that have been found to work well for an assessment of contribution quality in 
crowdsourcing. They show that it is possible to predict the quality of textual contribu-
tions in crowdsourcing based on the contributions’ length, their readability, their speci-
ficity, and their spelling. These features can be used by developers to instantiate filter 
mechanisms on crowdsourcing platforms or in decision support systems. Such filter 
mechanisms may help to reduce manual efforts in crowdsourcing and support the time-
consuming and repetitive validation of crowdsourced data.  

Second, the findings presented in chapters 5 and 6 offer insights on the origin of inno-
vative contributions in crowdsourcing and provide developers with potential features to 
automatically identify these types of contributions. They show that it is possible to de-
termine whether a contribution is innovative or not by examining the network size of 
the contributor in the crowd, the novelty of the contribution’s content, the novelty of the 
comments’ content, and the diversity of the comments’ content. All features can be cal-
culated by relatively simple measures, such as the contributor’s effective network size 
through social network analysis or the TF-IDF-index from information retrieval.  

10.3 Designing Intelligent Decision Support Systems  

Finally, based on the findings presented in this dissertation, it is possible to provide 
practitioners with recommendations on how to develop intelligent decision support sys-
tems in crowdsourcing. The dissertation offers the necessary design knowledge to in-
stantiate text mining and machine learning technologies in practice. 

First, the findings presented in chapter 7 outline generalized design principles and spe-
cific design features for this purpose. The latter include a quality/spam filter, a catego-
rization system, a sentiment analysis in combination with duplicate recognition, and rec-
ommendations based on predictive models for decision makers. They show that, even 
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with rather traditional text mining and machine learning algorithms, it is possible to 
reduce the amount of time to process crowdsourced data for decision making by up to 
50%. Thus, based on the findings presented in this dissertation, it is highly recom-
mended for developers of intelligent decision support systems to incorporate text mining 
and machine learning technologies in software products and make use of their capability 
to automatically process and evaluate large amounts of user-generated data.  

Second, the dissertation also shows that it is important for developers to implement 
functions that translate raw machine output into human understandable actions. Based 
on the findings presented in chapter 7, developers are urged to make use of documenta-
tion and tooltips to explain how text mining and machine learning algorithms work and 
how the results of related decision support systems are generated. Such features have 
been found to be crucial for perceived transparency and control when using intelligent 
decision support systems in practice. 
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11 LIMITATIONS AND AVENUES FOR FUTURE RESEARCH 
As with all research, there are limitations to the findings presented in the dissertation. 
The following sections discuss these limitations and outline how future research may 
address them or extend the dissertation’s findings. 

11.1 Crowdsourcing and Its Boundary Conditions 

First, it must be emphasized that this dissertation examines decision making and deci-
sion support technologies in the context of crowdsourcing. In crowdsourcing, data are 
systematically collected to solve a predefined task. This makes it possible to study in 
detail how different patterns of decision making emerge for different types of decision 
problems, how data are processed in different phases of these patterns, and how these 
phases can be supported by information systems for increased efficiency and effective-
ness. While these conditions are in many ways ideal to study decision making and deci-
sion support mechanisms, the findings are still limited to the context of crowdsourcing 
and should be regarded in light of the characteristics and boundary conditions of this 
particular domain. In other contexts beyond crowdsourcing, different patterns may 
emerge and different decision support technologies might be necessary depending on 
the type of data and the manner in which data are collected. The dissertation focuses on 
textual data that are collected from large networks of people for a predefined task.  

Thus, further research is needed to draw a more comprehensive picture of decision mak-
ing patterns and decision support mechanisms beyond crowdsourcing. Based on the 
findings presented in this dissertation, there are three major avenues that would be par-
ticularly interesting for future research: (1) What are the fundamental characteristics of 
“data-driven” decision making that remain stable across different industries and differ-
ent domains? (2) How and to what extent do these decision making patterns change over 
time? (3) What are the roles of both humans and intelligent systems in decision making? 
Addressing these questions may help provide a more general understanding of decision 
making and decision support mechanisms in data-driven environments. 

11.2 Focus on the Design of Decision Support Technologies 

Second, besides examining decision making patterns in crowdsourcing, the dissertation 
is in large parts concerned with mechanisms through which text mining and machine 
learning technologies may improve these patterns. It focuses particularly on the design 
of related decision support systems and less on the actual usage of such systems and 
how decision making processes may change as a result of the usage of such systems. 
However, Sharma et al. (2014) emphasize that valuable insights from decision making 
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processes “do not emerge automatically out of mechanically applying analytical tools to 
data. Rather, insights emerge out of an active process of engagement between analysts 
and business managers using the data and analytic tools to uncover new knowledge” (p. 
435). Thus, it is not only crucial to understand decision making processes and design 
intelligent decision support systems around them, but also to study the way in which 
these decision support mechanisms are used and how they may lead to improved per-
formance in organizations (Sharma et al., 2014). 

Thus, future research may continue to delve deeper into the use patterns (cf. Markus et 
al., 2002) of such decision support systems and the resulting changes of decision making 
processes in organizations. The dissertation offers the necessary design knowledge to 
develop such systems. Yet, there is still a need to examine the impact of these systems 
in more detail. Another important avenue for future research is to study the role of trans-
parency (Siau & Wang, 2018) and control (Silver, 1990) in intelligent decision support 
systems. As described in chapter 7, efficiency and effectiveness only represent two of 
four meta-requirements for the design of intelligent decision support system. They are 
mostly based on a traditional understanding of decision support systems (cf. Shim et al., 
2002). The results of the dissertation, however, indicate that transparency and control 
are two additional, crucial meta-requirements for the design of more recent, intelligent 
systems. Having scratched only the surface of these two meta-requirements, future stud-
ies may investigate in more detail how transparency and control in intelligent decision 
support systems can be improved, how they affect the adoption and usage of such sys-
tems, and how they affect performance in decision making. 

11.3 Decision Making at an Individual Level 

Finally, the dissertation focuses on decision making at an individual level. It does not 
cover decision making processes at a group level (e.g., Bettenhausen & Murnighan, 
1985; De Dreu & West, 2001) or at an organization level (e.g., Cyert & March, 1963; 
Maitlis & Ozcelik, 2004). However, as also emphasized by related research (e.g., 
Sharma et al., 2014), individual decision making is only the first step to understanding 
how organizations may benefit from crowdsourced data and intelligent decision support 
systems. Individual decision making always takes place in social and organizational 
structures, processes, routines, hierarchies, and governance mechanisms.  

Hence, there is great potential for future research to extend the findings presented in this 
dissertation and study decision making at a group level or an organizational level. There 
have been multiple calls in recent years from both scholars in the fields management 
research (e.g., George, Haas, & Pentland, 2014) and IS research (e.g., Agarwal & Dhar, 
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2014; Chen et al., 2012; Sharma et al., 2014) to investigate how organizations create 
business value through data-driven decisions and why some organizations succeed while 
others fail (Sharma et al., 2014). In particular, an important question that requires more 
thorough examination is how “existing organizational structures, routines and decision-
making processes influence the ability of managers and analysts to generate insights 
from data” (Sharma et al., 2014, p. 435). Thus, based on the findings presented in this 
dissertation, future research may address these questions and study processes and struc-
tures for data-driven decision making at an organizational level.  
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12 CONCLUSION 
Crowdsourcing represents a powerful approach for organizations to systematically col-
lect data from large networks of people. While research already made great strides in 
recent years to develop the technological foundations for processing large amounts of 
user-generated data, it remained mostly unclear how these new data sources and tech-
nologies affect decision making in organizations. The objectives of this dissertation 
were to identify patterns of decision making that emerge in crowdsourcing, understand 
how decision making in crowdsourcing can be improved with text mining and machine 
learning, and capture the necessary design knowledge to develop decision support sys-
tems in crowdsourcing based on these technologies. To accomplish these objectives, the 
dissertation was organized in three research streams. The first research stream aimed to 
describe common patterns of decision making in crowdsourcing. It was based on an 
exploratory interview study that aimed to offer a better understanding of how the struc-
ture of decision problems, the characteristics of the available data, and the way in which 
such data can be generated in crowdsourcing affect decision making. The second re-
search stream aimed to examine how decision making in crowdsourcing can be im-
proved with text mining and machine learning. Statistical analyses were used to better 
understand how crowds create valuable contributions for organizations and how deci-
sion makers can identify and process these contributions more efficiently and effec-
tively. Finally, the third research stream followed a design science research approach. It 
was concerned with integrating the previous findings and capturing design knowledge 
to develop decision support systems in crowdsourcing. Taken together, the dissertation 
provides a number of important theoretical contributions. First, it illustrates the limita-
tions of traditional decision making models in data-driven environments, such as 
crowdsourcing, and describes four common patterns of decision making that emerge 
when decision makers have access to large-scale, user-generated data. Second, the dis-
sertation provides the empirical foundations to increase the efficiency and effectiveness 
of decision making in crowdsourcing by offering a better understanding of how crowds 
generate valuable contributions and how decision makers may process these contribu-
tions with text mining and machine learning technologies. Third, the dissertation pro-
vides prescriptive design knowledge in the form of design requirements and design prin-
ciples for the development of decision support systems in crowdsourcing. For practi-
tioners, the dissertation offers recommendations on how to improve the efficiency and 
effectiveness of decision making in crowdsourcing, how to leverage text mining and 
machine learning technologies in this context, and how to instantiate the technologies. 
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