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Abstract 

Neely et al. (2014) have recently demonstrated how to efficiently combine information from 

a set of popular technical indicators together with the standard Goyal andWelch (2008) 

predictor variables widely used in the equity premium forecasting literature to improve 

outof- sample forecasts of the equity premium using a small number of principal 

components. We show that forecasts of the equity premium can be further improved by, 

first, incorporating broader macroeconomic data into the information set, second, improving 

the selection of the most relevant factors and combining the most relevant factors by means 

of a forecast combination regression, and third, imposing theoretically motivated positivity 

constraints on the forecasts of the equity premium. Applying standard out-of-sample forecast 

evaluation tests, we find that in particular our proposed forecast combination approach, 

which combines forecasts of the most relevant Neely et al. (2014) and macroeconomic 

factors and further imposes positivity constraints on the equity premium forecasts, generates 

statistically significant and economically sizable improvements over the best performing 

model of Neely et al. (2014). Out-of-sample R2 values can be as high as 1.75%, with 

(annualised) gains in certainty equivalent returns of up to 3.35%, relative to the ALL factors 

forecasts of Neely et al. (2014). 
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1. Introduction

Returns in excess of the risk free rate on any asset are financial compensation for bearing sys-
temic risk. This compensation is generally measured by risk premia. The perceived aggregate
level of risk in an economy is a function of financial and macroeconomic variables, that is, the
state-variables of the real economy. Therefore, any financial and/or macroeconomic variables
that help to predict the state of the economy should in theory also help to predict the equity pre-
mium.1 Conditioning on the information contained in macroeconomic variables thus appears
to be paramount when construction forecasts of the equity premium. Yet, with the exception of
Ludvigson and Ng (2007), there exist very few studies that examine the predictive gains from
using a broad set of macroeconomic indicators on forecasts of the equity premium.

The objective of this study is to examine more closely the value of macroeconomic predictors
for equity premium forecasts. More specifically, we take the set-up and data of the recent study
by Neely et al. (2014) as our benchmark model and then add the most relevant information from
the macroeconomic panel of Stock and Watson (2002a,b) to the set of predictors in order to pro-
vide a measure of the state of the real economy. Neely et al. (2014) have recently demonstrated
that efficiently combining the information from 14 popular technical indicators added to the 14
traditional Goyal and Welch (2008) predictor variables by means of diffusion indices or factors
provides to date “the best monthly U.S. equity premium forecast” (Rapach and Zhou, 2013, page
344). It is thus natural to take the best performing “ALL Factors” model in Neely et al. (2014) as
our benchmark and then assess whether macroeconomic information can be used in an efficient
way to improve forecasts of the equity premium.

We follow two different strategies to improve forecasts of the equity premium when adding
information from the Stock and Watson (2002a,b) macroeconomic panel to the predictor set.
First, we extract factors from the joint dataset of the technical indicators, the Goyal and Welch
(2008) predictor variables and the macroeconomic panel of Stock and Watson (2002a,b). As
it is important to maintain a parsimonious model when constructing forecasts of the equity
premium, we use the adaptive Lasso of Zou (2006) as a model selection device to find the most
relevant predictors for the equity premium.2 That is, after we have determined the baseline
dimension of factors that explain the variation in the joint dataset, we select the most relevant
factors for the equity premium by means of an adaptive Lasso penalized regression. These
selected factors are then used in a predictive regression model to construct forecasts of the
equity premium. This approach differs from Neely et al. (2014), who incrementally add factors
to the predictor set and determine the appropriate number of factors for the equity premium
based on maximizing the adjusted R2. The adaptive Lasso approach that we employ provides

1See Rapach and Zhou (2013) for an overview of equity return predictability.
2Neely et al. (2014), among many others, have forcefully demonstrated that a key aspect of creating a successful

prediction environment when including many potential predictor variables is the efficient inclusion of the most im-
portant information for the equity premium by means of diffusion indices or factors extracted from the combined
set of technical indicators and Goyal and Welch (2008) predictor variables.
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more flexibility in the selection of the factors, as it does not rely upon an incremental addition
of factors determined by the magnitude of their eigenvalues to the predictive regression model,
thereby allowing for the possibility of, for instance, only the 1st and the 4th factors (instead of
all factors from 1 to 4) to be included.

A disadvantage of our first approach is that it confounds, to some extent at least, what con-
tribution the information contained in the macroeconomic panel has with regards to improving
forecast accuracy of the equity premium, since it becomes more difficult to precisely disentan-
gle how the factors are made up. As a second strategy, we therefore also consider a forecast
combination approach, where forecasts of the equity premium are constructed separately from
the most relevant ALL factors of Neely et al. (2014) and the most relevant factors extracted from
the macroeconomic panel of Stock and Watson (2002a,b), where the relevant factors are again
selected by the adaptive Lasso. These separate forecasts are then optimally combined with their
weights determined by the recent performance of the two individual models.

One important additional aspect that we incorporate into our equity premium forecasting
approach is the inclusion of theoretically motivated restrictions. It is well known since at least
Campbell and Thompson (2008) that imposing theoretically coherent constraints on the param-
eter estimates of the predictive regression models and/or the equity premium forecast itself
”almost always” improve out-of-sample forecast performance. We thus find it important to also
include positivity constraints on the predictions of the equity premium in our modelling and
forecasting approach.

The use of i) theoretically motivated restrictions, ii) forecast combination and iii), factors
(or diffusion indices) are three of the four strategies emphasised in Rapach and Zhou (2013, see
page 332) that are needed for a successful equity premium forecasting implementation. The
fourth strategy noted in Rapach and Zhou (2013), regime shifts, is implicitly allowed for in our
prediction implementation by the use of a recursive forecasting scheme, where the factors as
well as the parameters of the factor predictive regression model are re-estimated at each point
in time. Although in a simplified form, such an approach is akin to a time varying parameter
regression model, which, as emphasised by West and Harrison (1997) is capable of approxi-
mating (at least locally) neglected non-linearities in the modelling framework. Our proposed
forecasting approach thus addresses all four of the listed strategies in Rapach and Zhou (2013)
to improve out-of-sample forecasts of the equity premium.

It is important to stress here that, although related, our study differs from Ludvigson and Ng
(2007) in a number of important ways. First, despite including factors extracted from the macro-
economic database of Stock and Watson (2002a,b) in their in-sample predictive regressions (see
Table 2 and Section 5.1 for the evaluation results), Ludvigson and Ng (2007) only include 2 fac-
tors extracted from their financial dataset, which are labelled Ĝ1 and Ĝ3 (with the first entering
in squared form), in their out-of-sample evaluation (see Table 6 in Section 5.3). Their out-of-
sample evaluation, therefore, does not assess the benefit of adding macroeconomic information
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to the predictor set when constructing forecasts of the equity premium. Second, Ludvigson and
Ng (2007) select the factors relevant for the equity premium from the two sets of financial and
macroeconomic factors in a seemingly ad hoc way, stating simply that a number of specifica-
tions and combinations of the different macroeconomic and financial factors were considered,
including also various polynomial bases (see page 185 in Ludvigson and Ng (2007)). We follow
a clear statistical approach and use the adaptive Lasso as a model selection devise to find the
most relevant factors for the equity premium. Third, we use the ‘to date best performing’ ALL
factors forecasting model of Neely et al. (2014) for monthly data as our benchmark model.

Covering an out-of-sample period from May 1974 to June 2011, we find that macroeconomic
factors play an important role in improving out-of-sample forecasts of the equity premium. In
particular, our proposed forecast combination approach, which combines forecasts of the most
relevant Neely et al. (2014) ALL factors and our added macroeconomic factors, and which fur-
ther imposes positivity constraints on the forecasts of the equity premium generates statistically
significant and economically sizable improvements over the best performing ALL factors model
of Neely et al. (2014). Monthly out-of-sample R2 values can be as high as 1.75% and forecast
improvements are statistically significant, with a Clark and West (2007) CW−statistic of 1.89,
which is significant at the 5% level. Moreover, we show that these statistical gains translate into
meaningful economic gains to a risk-averse investor. The annualised gain in certainty equiv-
alent return over the ALL factor model of Neely et al. (2014) is in the order of 3.35%. Finally,
a secondary finding of our study is that all predictability results, including those of the ALL
factors model of Neely et al. (2014), and also our proposed forecast combination approach with
macroeconomic factors weaken considerably from the beginning of 1992 onwards when com-
pared to the simple historic average forecast. This highlights the need to further study equity
premium predictability over this time frame and to asses which alterative predictor variables
may be fruitful in explaining asset price movements from 1992 onwards. A novel step in the
right direction seems to be taken by Rapach et al. (2015), who use short interest as a predic-
tor variable and show that it produces strong and consistent forecast improvements over the
historic average forecast.

The rest of the paper is structured as follows: Section 2 describes the data used in the anal-
ysis. In Section 3, the set up of the predictive regressions model is explained, together with the
additions that we consider to improve in-sample as well as out-of-sample performance. Sec-
tion 4 discusses the empirical results of the models presented in the previous section, providing
a statistical and an economic evaluation of the proposed forecasting approaches. In Section 5
we conclude the study.
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2. Data

Let us initially describe the dataset that we use. Since we take the results of the recent study
by Neely et al. (2014) as our benchmark, we employ the same set of predictor variables. These
are the standard Goyal and Welch (2008) predictors, as well as the technical indicators that are
added by Neely et al. (2014). Below we provide a brief description of these predictor variables.
Our intention here is to facilitate a direct comparison between our results and those found in
Neely et al. (2014). Lastly, information from macroeconomic variables is added to this baseline
set of predictors. More specifically, we use the database of Stock and Watson (2002a,b) and
include the extracted macro ‘factors or diffusion indices’ in the set of predictor variables. Due to
data transformations, as well as lagging, the effectively available sample period is from April
1959 to June 2011.3 All data used in this study is available from http://www.danielbuncic/
data/eqt6edata.zip.

2.1. Goyal and Welch Predictors

We follow the mainstream literature on equity premium predictability and construct the equity
premium as well as the economic and financial predictor variables following the approach of
Goyal and Welch (2008), Neely et al. (2014) and many others.4 More specifically, the transfor-
mations that we employ to construct the equity premium (EQ for short) and the Goyal and
Welch (2008) predictor variables (simply GW predictors henceforth) are described in detail in
Table 1 below. These predictors are denoted by xGW (or ECON as in to Neely et al. (2014)) in our
notation.

To provide a baseline comparison of the properties of the data covering our sample period
from April 1959 to June 2011 to that used in Neely et al. (2014) (ie., from December 1950 to
December 2011), we show summary statistics in Table 3 and time series plots in Figure 1 of
all the GW predictor variables that are constructed in Table 1. Briefly, the summary statistics in
Table 3 show that the overall properties of the variables over our shorter sample period are very
similar to those in Neely et al. (2014). Some of the interest rates and interest rate spreads, namely
TBL, LTY, LTR, TMS, and DFY, exhibit marginally higher means compared to the Neely et al.
(2014) time period. Nevertheless, in particular the autocorrelation structure is almost identical
to that reported in Neely et al. (2014), showing, as expected, rather strong autocorrelations of
the valuation ratios, the interest rates and interest rate spreads. The most notable difference is
the apparently lower mean value in the (log) equity risk premium EQ, that is, we obtain a value
of 0.3461 in Table 3 while the value reported in Neely et al. (2014, see Table 1) is 0.47. ←Table 3

about here

← Figure 1
about here

3Note that we use two time lags for the Stock and Watson (2002a,b) macro data in the predictive regressions to
avoid problems related to the real time data availability due to publication lags with macroeconomic data releases.

4We obtain the predictor data from the program replication files of Neely et al. (2014) available at: http://sites.slu.
edu/rapachde/Returns econ tech data programs.zip (retrieved, May 2014). We would like to thank Dave Rapach
for making these replication files publicly available, so that an exact replication of their results is possible.
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Table 1: Goyal and Welch (2008) predictors as used in Neely et al. (2014)

EQ Equity premium: log returns of S&P 500 including dividends minus log return of a risk-free bill.

DP Log dividend-price ratio: log of 12-month moving sum of dividends paid on the S&P 500 minus the
log of the price of the S&P 500.

DY Log dividend yield: log of 12-month moving sum of dividends paid on the S&P 500 Index minus
the log of lagged S&P 500 prices.

EP Log earnings-price ratio: log of 12-month moving sum of earnings on the S&P 500 Index minus the
log of S&P 500 prices.

DE Log dividend-payout ratio: log of 12-month moving sum of dividends paid on the S&P 500 minus
log of 12-month moving sum of earnings on the S&P 500.

RVOL Equity premium volatility: 12-month moving standard deviation estimator (based on Mele (2007)).
BM Book-to-market ratio: book-to-market value ratio for the Dow Jones Industrial Average.

NTIS Net equity expansion: ratio of 12-month moving sum of net equity issues by New York Stock Ex-
change (NYSE) listed stocks to total end-of-year market capitalization of NYSE stocks.

TBL Treasury bill rate: interest rate on three-month Treasury bill (secondary market).
LTY Long-term yield: long-term government bond yield.
LTR Long-term return: return on long-term government bonds.
TMS Term spread: long-term yield minus treasury bill rate.

DFY Default yield spread: Moody’s BAA corporate bond yield minus Moody’s AAA corporate bond
yield.

DFR Default return spread: long-term corporate bond return minus the long-term government bond
return.

INFL Inflation: calculated from the CPI for all urban consumers (same as in Neely et al. (2014), using two
periods lagged inflation to account for the delay in CPI releases).

2.2. Neely et al. Technical Indicators

We follow Neely et al. (2014) and construct 14 technical indicators based on three popular trend-
following trading strategies. These three trading strategies are: i) Moving average rules, ii)
Momentum rules and, iii) On-balance Volume.

The moving average (MA) rule, which gives a buy signal, MA(s, l) = 1, or a sell signal,
MA(s, l) = 0, respectively, is computed by comparing two moving averages of different lengths
as:

MAt(s, l) =

1, if MAt(s) ≥ MAt(l),

0, otherwise,
(1)

where

MAt(n) = n−1
n−1∑
i=0

Pt−i, (2)

∀n = s, l and Pt being the level of the S&P 500 index. The terms s and l determine the length of
the short (s) and long (l) MA filters that are applied to the asset price. We use again the same
specification as in Neely et al. (2014) and consider short MA filters of 1 to 3 months horizons
(ie., s = {1, 2, 3}) and long MA filters of 9 and 12 months horizons (l = {9, 12}). As the short
MA is more sensitive to changes in the price level Pt, it will thus be more responsive to signal
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changes in price trends.

The momentum (MOM) rule is defined as:

MOMt(m) =

1, if Pt ≥ Pt−m,

0, otherwise.
(3)

It generates a buy signal whenever the current period’s price level is higher than that from
m periods ago. The rational behind this strategy is that when Pt ≥ Pt−m, we have positive
momentum and thus expect higher excess returns in the future. We use m = {9, 12}, which
translates into 9 and 12 months momentum signals.

The on-balance volume (VOL) rule is computed as:

VOLt(s, l) =

1, if MA(OBV)
t (s) ≥ MA(OBV)

t (l),

0, otherwise,
(4)

where

MA(OBV)
t (n) = n−1

n−1∑
i=0

OBVt−i, (5)

with n = s, l and s = {1, 2, 3} and l = {9, 12} being the length of the moving average period.
The on-balance volume variable OBVt in (5) is defined as:

OBVt =
t∑

k=1

VOLkDk, (6)

where

Dk =

 1, if Pk ≥ Pk−1,

−1, otherwise,
(7)

and VOLk is trading volume in period k.5 The on-balance volume indicator is meant to capture
the notion that relatively high recent trading volume in combination with recent price increases
are taken as signs of a strong positive market trend, and thus lead to a buy signal in the tech-
nical indicator. The construction and abbreviations of all technical indicators is summarised in
Table 2 below. All technical indicators are collected in the vector xTech.

In total, the relations in (1), (3), and (4) define 14 technical indicator variables. In Table 4, we
show summary statistics analogous to the GW predictors to provide a broad overview of the
properties of the technical indicators that are constructed. The 14 technical indicators generate
buy signals between 66% and 71% of the time over our sample period from April 1959 to June

5We use the trading volume data that is provided by Neely et al. (2014) in their data files, available from http:
//sites.slu.edu/rapachde/Returnsecontechdataprograms.zip for reasons of data consistency. The source of the
volume data is Google Finance.
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Table 2: Neely et al. (2014) technical indicators

MA(1,9) Buy signal when MA of prices of length 1 lies above MA of length 9.
MA(1,12) Buy signal when MA of prices of length 1 lies above MA of length 12.
MA(2,9) Buy signal when MA of prices of length 2 lies above MA of length 9.
MA(2,12) Buy signal when MA of prices of length 2 lies above MA of length 12.
MA(3,9) Buy signal when MA of prices of length 3 lies above MA of length 9.
MA(3,12) Buy signal when MA of prices of length 3 lies above MA of length 12.
MOM(9) Buy signal when price at time t lies above price in (t− 9).
MOM(12) Buy signal when price at time t lies above price in (t− 12).
VOL(1,9) Buy signal when MA of on-balance volume of length 1 lies above MA of length 9.
VOL(1,12) Buy signal when MA of on-balance volume of length 1 lies above MA of length 12.
VOL(2,9) Buy signal when MA of on-balance volume of length 2 lies above MA of length 9.
VOL(2,12) Buy signal when MA of on-balance volume of length 2 lies above MA of length 12.
VOL(3,9) Buy signal when MA of on-balance volume of length 3 lies above MA of length 9.
VOL(3,12) Buy signal when MA of on-balance volume of length 3 lies above MA of length 12.

2011. It can also be seen that, as is common for moving average based constructed technical
variables, they are fairly persistent, with first order autocorrelations ranging between 0.61 and
0.82. These technical indicators are, nonetheless, not as persistent as some of the GW predictors
summarized in Table 3. ←Table 4

about here

2.3. Stock and Watson Dataset

In addition to the GW predictors and the technical indicators constructed by Neely et al. (2014),
we add data from the macroeconomic panel of Stock and Watson (2002a,b) (simply SW hence-
forth) to the information set.6 The SW database includes a broad range of macroeconomic
variables relating to real output, employment and hours, housing starts, manufacturing orders,
retail sales data, inventories, price indexes, consumer loans and expectations, interest rates
and interest rate spreads, stock market indicators, and foreign exchange rates and commodity
prices. It is thus fairly comprehensive as it contains high-level aggregates, as well as disag-
gregated components of the various macroeconomic and financial series that are included. To
avoid ‘double counting issues’’ due to the inclusion of high-level aggregates as well as disaggre-
gated series, we exclude all high-level aggregates from the SW database. Further, as the Goyal
and Welch (2008) dataset already includes various interest rates and interest rate spreads as
predictor variables, we further drop the 10-year treasury constant maturity rate, the 3−month
treasury bill rate, and the term spread from the SW database. Lastly, there are a number of
variables for which the sample starts much later than January 1959. To avoid shortening the
available sample period any further, we dropped those variables as well. From the full set of
monthly SW data series, we retain 66 and collect these in the predictor vector xSW to be used in

6The SW database is available from: http://www.princeton.edu/∼mwatson/publi.html (retrieved, May 2014).
The monthly data spans the period from January 1959 to June 2011 and is available in updated form from http:
//www.princeton.edu/∼mwatson/ddisk/Stock Watson Disentangling ReplicationFiles July05 2013.zip.
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our empirical analysis.

Analogously to the approach in Stock and Watson (2012), all macroeconomic variables are
subject to preliminary transformations. The series are screened for outliers and then trans-
formed to induce stationarity. The transformation depends on the category of the series. Briefly,
real activity variables were transformed to monthly growth rates by taking the first differences
of logs, wages and prices were transformed to monthly changes of monthly inflation by taking
the second differences of the logs, interest rates were transformed by taking first differences,
and interest rate spreads are used in levels. There is one other important transformation that
we apply to the SW data. To be consistent with the definition and timing of the inflation vari-
able INFLt in the Goyal and Welch (2008) predictor set, we apply one extra lag to all variables
related to real output, employment and hours, housing starts, manufacturing orders, retail sales
data, inventories, price indexes, consumer loans, and expectations variables to account for the
publication delay in the releases of these variables. All 66 SW variables that we use are listed in
Table 5, together with the transformation codes that are applied. ←Table 5

about here

3. Modelling approach

This section describes the modelling approach that we adopt throughout the study. We initially
give a background on the traditional framework for assessing equity premium predictability
and then proceed to show how macroeconomic factors, factor selection and combination, as
well as sign restrictions can be used to improve the in-sample as well as out-of-sample forecast
performance of the equity premium.

3.1. Background

The conventional framework for analyzing equity premium predictability is a ‘linear predictive
regression’ model taking the form:

EQt+1 = b0 + b′xt +εt+1, (8)

where EQt+1 is the equity premium at time t+ 1, b0 is an intercept term, b is a p× 1 dimensional
vector of slope parameters, xt is a p× 1 dimensional vector of predictor variables observed at
time t with p ≥ 1, and εt+1 is an unobserved disturbance term with mean zero. Two of the
simplest and most commonly followed approaches to investigate equity premium predictabil-
ity is by means of individual bivariate regressions using one variable at a time from the GW
predictor set, or the ‘kitchen sink’ regression, which includes the full set of GW predictors in (8)
(see for example Goyal and Welch (2008), Campbell and Thompson (2008), Neely et al. (2014)
and many others).

The weaknesses of both of these two approaches are well understood in the literature. First,
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specifying regression models with only one explanatory variable is deemed to yield an un-
der or mis-specified model, resulting in heavily biased parameter estimates and therefore poor
out-of-sample forecasts. Second, the ‘kitchen sink’ regression approach, which includes the full
set of potential predictors often suffers from the well known in-sample overfitting problem.
Moreover, in the context of the GW predictor set, a main concern with using the full set of
predictors is that there is high degree of cross-correlation in the variables. For instance, the
two smallest eigenvalues of the cross-product moment matrix of xGW are −1.4540× 10−15 and
3.0247× 10−15, resulting in a huge condition number and thus a near singular design matrix.
The consequence of this is that any parameter estimates based on the kitchen sink regression
using the full GW predictor set will be highly variable or imprecise, thereby, despite the good
in-sample performance, providing extremely poor out-of-sample forecasts of the equity pre-
mium. This poor performance of the kitchen sink regression was highlighted by Goyal and
Welch (2008) and Rapach et al. (2010), among others.

3.2. Technical indicators and Factor regressions

Neely et al. (2014) have recently shown that extending the standard set of GW predictor vari-
ables with various technical indicators can lead to improved forecasts of the equity premium.
To avoid problems related to using one variable at a time in bivariate regressions or using the
entire universe of Goyal and Welch (2008) and technical predictors, Neely et al. (2014) follow
a latent factor approach to incorporate all relevant information from the numerous predictor
variables, while at the same time trying to retain a parsimonious model to avoid overfitting
concerns. The underlying premise of the latent factor based approach is that a few factors are
driving the co-movements of the large number of potential equity premium predictors.

Let Xit be an element of a general T × N dimensional panel of data X , where i = 1, . . . , N
is the cross-sectional dimension of the panel, ie., the number of predictor variables in our case,
and t = 1, . . . , T is a standard time index. The latent factor approach supposes that Xit has a
factor structure taking the form:

Xit = λ′i Ft +εit (9)

where Ft is an n× 1 vector of latent common factors with n � N, λi is a corresponding n× 1
vector of factor loadings andεit is an idiosyncratic error term. The error termεit can be specified
to be contemporaneously and serially uncorrelated, which yields a strict factor model, or it can
be allowed to have mild forms of serial and/or cross correlation resulting in an approximate
factor model. Under either scenario, the factors can be estimated consistently using principal
components (see, Bai (2003), Bai and Ng (2006) and Stock and Watson (2006, 2011)).

The defining feature of the latent factor model in (9) is that the dimension of the latent
factors Ft is substantially smaller than the (cross-sectional) dimension of the panel X , thereby
providing a parsimonious representation of the variation in X . Let ft ⊆ Ft. The subset ft of the

11



latent factors Ft can then be utilised in a ‘factor predictive regression’ of the form:

EQt+1 = β0 +β′ft +εt+1, (10)

where the dimension of ft is r× 1, with r ≤ n, β0 is an intercept term, β is an r× 1 dimensional
vector of slope parameters, and εt+1 is again an unobserved disturbance term with mean zero.

It is important here to distinguish between the two factors ft and Ft that we define, and to
understand their differences.7 Recall that Ft is defined as the vector of factors that is driving
the variation in the panel X , which contains the full set of variables that are assumed to be
important for equity premium prediction. Nevertheless, the equity premium itself does not
need to be dependent on the full set of Ft, but could be driven by only a subset ft of Ft instead.
This distinction is of significance even when employing a parsimonious factor model setting,
as it is likely that there will be factors which are uninformative about the equity premium and
therefore redundant in a forecasting application.

To provide an example of this, consider the in-sample predictive regression results in Table
2 in Neely et al. (2014), which are based on the GW predictors, and where the underlying factors
are extract (or estimated) using principal components. Neely et al. (2014) determine the first 3
factors (corresponding to the three largest eigenvalues) to be the most relevant factors, and label
these F̂ECON

1 , F̂ECON
2 and F̂ECON

3 , respectively.8 From the predictive regression results in Table
2 in Neely et al. (2014), we see, nevertheless, that only the third factor F̂ECON

3 is significantly
different from zero, and also sizable in magnitude. Factors one and two (F̂ECON

1 and F̂ECON
2 ), on

the other hand, are not only statistically insignificant in the equity premium factor regressions,
but also rather small in size.9 This example illustrates the important difference between ft and
Ft in the notation above. Once the optimal number of factors Ft has been determined, it will
be beneficial to find those factors ft in Ft that are most informative or predictive for the equity
premium EQt+1, and to discard any other factors that are not deemed important, in order to
improve out-of-sample forecast performance.

7The importance of this distinction was forcefully emphasized in Ludvigson and Ng (2007, page 177) and also
Ng (2013, page 770) in her handbook chapter on variable selection for predictive regressions. Thus finding an
appropriate approach to select those factors most important for equity premium forecasts will be a challenge and
we describe later on how we go about implementing this empirically.

8See footnote 6 in Neely et al. (2014) on how the number of factors was determined. Rather than using the
information criteria of Bai and Ng (2002) to determine the factor structure in X , Neely et al. (2014) follow a strategy
of adding (in increasing order) factors in a predictive regression up to a predetermined maximum value of κ̄, and
then proceed to select the number of factors by choosing the set that gives the highest adjusted R2 (R̄2). Recall that
when PCA is used to extract the factors, the eigenvalues and factors are commonly sorted in descending order,
yielding as the first factor the one corresponding to the largest eigenvalue, the second factor corresponding to the
second largest eigenvalue and so forth.

9The eigenvalues corresponding to these first three factors are 4.45, 2.24 and 1.98, respectively, suggesting that
the last factor explains less than half of the variation in X than the first factor. Yet, with regards to equity premium
prediction, it is the third factor that is most important.
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3.3. Macroeconomic factors, factor selection and combination, and sign restrictions

Ludvigson and Ng (2007, 2009) have recently shown that including information about the state
of the macroeconomy by means of macroeconomic ‘diffusion indices’ or factors extracted from
the Stock and Watson (2002a,b) database can improve forecasts of risk premia in bond markets,
as well as forecasts of the conditional mean and variance of the equity premium. To assess
how useful the information contained in the SW macroeconomic dataset is in the context of the
setting adopted in Neely et al. (2014), we add the macroeconomic information in two distinct
ways.

First, we extract factors from the joint panel of GW predictors, technical indicators of Neely
et al. (2014) and SW macroeconomic variables. Since we are increasing the predictor dimen-
sion when adding the SW macroeconomic variables to the GW data and technical indicators of
Neely et al. (2014), it is important to maintain a parsimonious model structure to avoid poor
out-of-sample forecast performance due to overfitting. We achieve this by using the adaptive
Lasso (‘aLasso’ for short in the subscript notation) penalised regression estimator of Zou (2006)
as a model selection device, to determine the most important factors for predicting the equity
premium. Second, we use the forecast combination approach of Stock and Watson (2004), where
the individual forecasts of the equity premium that are combined are obtained from the most
relevant ALL factors of Neely et al. (2014) and the most relevant SW factors, with most relevant
in this context meaning that the factors were selected by the adaptive Lasso procedure. The
combination weights are determined by the past performance of the individual model’s fore-
casts. Lastly, we follow Campbell and Thompson (2008) and impose positivity restrictions on
the forecasts of the equity premium from the adaptive Lasso as well as the model combined
forecasts.

3.3.1. Implementation of the adaptive Lasso

Let us define here the factor notation that we use and also provide a few more details on how
the adaptive Lasso is implemented. Denote by F̂ALL

t,1:κa
the κa × 1 vector of ALL factors at time t

extracted by PCA from X (ALL) := [xGW xTECH], ie., from the combined panel of GW predictors
and Neely et al. (2014) technical indicators, where the dimension κa is determined following
the same procedure as in Neely et al. (2014, see footnote 6 in their paper) by the adjusted R2.
Also, let F̂SW

t,1:κs
be defined as the κs × 1 dimensional vector of SW factors extracted by PCA

from X (SW) := xSW, that is, from the Stock and Watson (2002a,b) panel of macroeconomic
variables that are described in Section 2.3. Lastly, let us define the κ j × 1 dimensional vector
of JOINT factors extracted from X (JOINT) := [xSW xGW xTECH] by F̂JOINT

t,1:κ j
, that is, the factors

extracted from the joint panel of SW macroeconomic variables, the GW predictors and technical
indicators.10

10For the SW factors F̂SW
t,1:κs

and the JOINT factors F̂JOINT
t,1:κ j

, we follow the mainstream literature on factor models
and use the Bai and Ng (2002) ICp1 information criterion to determine the appropriate number of factors κs. We
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Once the vector of factors F̂t,1:κ is determined, instead of including all factors in a predictive
regression model such as (10), we use the adaptive Lasso of Zou (2006) as a variable selection
device to find those factors that are most important for the equity premium, to avoid issues
related to in-sample overfitting. This is achieved by means of a penalised regression that solves
the following generic optimisation problem:

θ̂aLasso = arg min
{θi}κi=1

{ T−1∑
t=1

[
EQt+1 −θ′F̂t

]2
+µ

κ∑
i=1

ŵi|θi|
}

, (11)

where the µ parameter in (11) is a ‘complexity’ parameter which controls the amount of ‘shrink-
age’ (or penalty) coming from the

∑κ
i=1 ŵi|θi| term, and ŵ is a κ × 1 weight vector that is equal

to 1/|θ̂OLS|, with θ̂OLS being the OLS estimate ofθ in (11), ie., when µ = 0.11

If the complexity parameter µ is known, the relation in (11) is straightforward to solve using
a standard pathwise coordinate descent algorithm (see Hastie et al. (2009)). In the i.i.d. setting,
it is common to use cross-validation methods to choose the complexity parameter µ. In our
setting this is not feasible, since the F̂ALL

t,1:κa
factors extracted from the GW predictors and the

technical indicators are highly persistent. To avoid having to shorten the out-of-sample evalua-
tion period further by having to specify a tuning or holdout period to determine the complexity
parameter µ, we follow Zou et al. (2007) and use the Akaike Information Criterion (AIC) as de-
fined on page 9 in their paper. We prefer to use AIC over other information criteria, as the AIC
is known to yield models with the smallest one-step-ahead mean squared prediction errors.

Note here again that we use the adaptive Lasso in (11) as a model selection device and not
to form the predictions of the equity premium itself.12 Thus, once adaptive Lasso estimates of
θ in (11) are available, we follow the suggestions of Belloni and Chernozhukov (2013) and use
OLS post Lasso to run predictive regressions of the form:

EQt+1 = β0 +β′f̂ t +εt+1, (12)

where f̂ t is the k× 1 (k ≤ κ) vector of relevant factors selected from the adaptive Lasso estimates
that have not been shrunk to 0. That is, let 1(θ̂aLasso 6= 0) denote theκ× 1 dimensional vector of

set the maximum number of factors to 5 and 7 for the SW and JOINT panels.
11It is common to demean and standardize the dependent and regressor variables when implementing penalised
regressions such as the Lasso, so that the intercept term θ0 is by construction 0. Also, the general specification of
w in Zou (2006) is 1/|θOLS|γ , with γ > 0. However, to avoid searching over γ as well, we simply set γ to 1, which
is one of the values considered and recommended in Zou (2006).
12Belloni and Chernozhukov (2013) in fact highlight that the ”Lasso is often used as an estimator, and most often only
as a model selection device” (page 6). We very much follow the model selection usage of the Lasso and utilize it as
a computational tool to determine the most relevant factors for the equity premium. We have also implemented
standard information criteria to determine the most relevant factors, with the forecast improvement results being
qualitatively the same, and at times, quantitatively superior. These results are available from the authors’ upon
request. In a somewhat different context, Buncic and Melecky (2014) have also used the Lasso as a model selection
device.
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indicators that are equal to 1 in position i whenever the statement in the brackets is true, ie., the
adaptive Lasso estimate of θi is non-zero. Then, 1(·) selects those factors in F̂t with non-zero
θ̂aLasso, such that, f̂ t = F̂t[1(θ̂aLasso 6= 0)]. In our approach, we will be particularly interested
in working with a subset of JOINT factors selected by the adaptive Lasso from the JOINT factor
set as f̂ JOINT

t = F̂JOINT
t,1:κ j

[1(θ̂JOINT
aLasso 6= 0)]. Forecasts of the equity premium from the subset of

selected JOINT factors are then constructed as:

ÊQ
JOINT

t+1|t = β̂0 + β̂′f̂ JOINT
t , (13)

where β̂0 and β̂ denote the OLS (post Lasso) estimates of a regression of the form in (12) with
f̂ JOINT

t as the vector of predictor variables.

3.3.2. Model combination

The second approach that we consider to improve the out-of-sample forecast performance is
a forecast combination approach as employed, for instance, in Stock and Watson (2004). To

illustrate how this approach is implemented, let us define ÊQ
ssALL

t+1|t to be the time t forecast
of the equity premium at time t + 1, where only the adaptive Lasso selected subset f̂ALLt =

F̂ALL
t,1:κa

[1(θ̂ALL
aLasso 6= 0)] of extracted ALL factors from Neely et al. (2014) are used as regressors

in the OLS post Lasso regression model in (12).13 Let the resulting one-step-ahead prediction
errors be denoted by:

êssALLt+1|1 = EQt+1 − ÊQ
ssALL

t+1|t , (14)

where

MSFEssALL
t+1 =

1
t− Tis

t∑
τ=Tis

[êssALLτ+1|τ ]
2 (15)

is the corresponding mean squared forecast error (MSFE) at time t+ 1, with t = Tis + 1, . . . , T.14

Also, let the terms ÊQ
SW

t+1|t, êSWt+1|1 and MSFESW
t+1 be defined analogously for the predictions from

an OLS post Lasso regression model that only uses the adaptive Lasso selected factors f̂SWt from
the full set of SW factors F̂SW

t,1:κs
. Then, the combined forecast is defined as:

ÊQ
COMB

t+1|t = ωSW
t ÊQ

SW

t+1|t + (1−ωSW
t )ÊQ

ssALL

t+1|t . (16)

13Note here that we are reserving the ALL superscript in the ÊQ
ALL

t+1|t notation to denote the forecast of the equity
premium using exactly same approach as used by Neely et al. (2014) with their ALL factors. That is, we set the
maximum number of admissible ALL factors to 4 and then use the adjusted R2 criterion to determine the best set
of factors, which could be between 1 to 4. The ssALL superscript is used here to denote the adaptive Lasso selected
subset of ALL factors from Neely et al. (2014).
14Tos is the number of out-of-sample observations which is equal to T− Tis − h + 1, where T is the total number of
observations, Tis is the in-sample number of observations and h is the forecast horizon (which is equal to 1 here).
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We follow Stock and Watson (2004) and chose the weights ωSW
t in (16) according to the

historical performance of the respective prediction models. We measure past performance of
each model by its MSFE, with the weights being proportional to the inverse of the MSFE defined
as:

ωSW
t =

1/MSFESW
t

1/MSFEssALL
t + 1/MSFESW

t
. (17)

Note here thatωSW
t only uses time t information and does not require another calibration period

for theωSW
t weights to be determined. Also, the formulation of the weights in Stock and Watson

(2004) allows for discounting in the construction of the MSFE at time t. To abstract from further
specification needs and to keep the model combination forecasts as simple as possible, we do
not consider such discounting techniques here.15

3.3.3. Sign restrictions

Campbell and Thompson (2008) have pointed out that one of the weaknesses in standard out-
of-sample evaluations of equity premia predictability such as in Goyal and Welch (2008) is that
the analysis is based on unrestricted predictive regressions. Campbell and Thompson (2008,
page 1516) argue that: ”[a] regression estimated over a short sample period can easily generate per-
verse results, such as a negative coefficient when theory suggests that the coefficient should be positive.”
Moreover, “[i]n practice, an investor would not use a perverse coefficient but would likely conclude that
the coefficient is zero, in effect imposing prior knowledge on the output of the regression.” Campbell and
Thompson (2008) go on to show that restricting regression coefficients (ie., parameter estimates)
to zero whenever the estimate has the wrong sign ”almost always” improve the out-of-sample
forecast performance of the predictive regressions.

Following the suggestions of Campbell and Thompson (2008), we impose sign restrictions
in our prediction models. Note that Campbell and Thompson (2008) use two different types
of sign restrictions. One imposes a 0 restriction on any coefficient that does not provide the
theoretically correct sign. The second restriction sets the forecast of the equity premium itself,
ie., ÊQt+1|t, to 0 whenever it is negative. Since the extracted factors have no direct economic
meaning, it is not possible to impose restrictions based on theoretical considerations on the
coefficients that are obtained. We therefore only impose a positivity restriction on the forecasts
of the equity premium, so that negative forecasts are set to 0.

15As an alternative to the simple forecast combination approach that we consider here, it would also be possible
to construct dynamically averaged forecasts from all the factors that are extracted at each point in time. Such a
dynamic model averaging approach is considered in Buncic and Piras (2014) and Buncic and Moretto (2015) in the
context of exchange rate and copper forecasting. Due to the computational burden that this approach brings, and
to avoid introducing another econometric model, we focus on a simple recursive regression representation.
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4. Empirical Results

We assess the empirical performance of our equity premium modelling approach by first as-
sessing the in-sample fit of the model, and then proceeding to an out-of-sample forecast evalu-
ation. Since the focus of our analysis is to show how macroeconomic information, together with
factor selection, combination and positivity constraints can be used to improve out-of-sample
forecasts of the equity premium, we provide a direct comparison to the results in Neely et al.
(2014), which serve as a benchmark. As we consider a somewhat shorter sample period from
April 1959 to June 2011 due to availability of the SW macroeconomic data, we include full repli-
cation results over our shorter sample period of the relevant findings in Neely et al. (2014) to
facilitate the comparison.

We should emphasise here that a substantial component of the equity premium is unpre-
dictable. The predictability results which we discuss in this section should thus be put into
the perspective of other studies in the equity premium forecasting literature. Quantitatively,
this means that a monthly R2 of 0.5%, despite being seemingly small in magnitude, indicates
an economically significant degree of predictability, in-sample as well as out-of-sample. From
the perspective of an asset pricing model, one should indeed only expect a limited degree of
predictability. Nevertheless, this ‘small’ magnitude is still likely to have a considerable effect on
the utility of a risk-averse investor (see Campbell and Thompson (2008), Zhou (2010), Rapach
et al. (2013), Neely et al. (2014) and others for further discussion).

4.1. In-Sample analysis

We initially provide a comparison of the bivariate regressions of the equity premium on each of
the Goyal and Welch (2008) predictors, as well as the technical indicators of Neely et al. (2014).
These are shown in the upper part of Table 6. The results in Table 6 are arranged symmetrically,
showing the predictor variable, the estimated slope coefficient, the corresponding t−statistic,
as well as goodness of fit measures R2 (in percent), which are further measured separately
over expansion (Exp) and recession (Rec) periods as defined by the NBER in columns 1 to 6,
respectively.16 The top half of Table 6 shows the bivariate regression results, while the factor
based regressions are shown down the bottom. Since standard asymptotic t−statistics for the
estimates in Table 6 are likely to be inflated, with highly persistent regressors further distorting
test sizes (see Stambaugh (1999)), we perform a wild bootstrap to compute critical values of

16More concretely, the R2 across expansion and recessions states are computed as:

R2
S = 1−

∑T
t=1 1

S
t ε̂

2
i,t∑T

t=1 1
S
t (EQt − EQ)2

, ∀ S = {Rec, Exp} . (18)

The variable 1S
t is an economic state indicator, defined so that 1Rec

t (1Exp
t ) is equal to unity when month t is a

recession (expansion) state and zero otherwise. The fitted residuals ε̂i,t are from the full sample estimates of the
bivariate equity premium regressions in (8). The term EQ in (18) is the sample mean of EQt.
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the t−statistics. By using a wild bootstrap, we account for the persistence in the regressors, the
correlations between the equity premium and the predictor innovations, and general forms of
heteroskedasticity.17 ←Table 6

about here

4.1.1. April 1959 to June 2011 Neely et al. (2014) results

Comparing the bivariate regression results in Table 6 to those provided in Table 2 in Neely et
al. (2014), we see that only three (as opposed to 6) of the Goyal and Welch (2008) financial and
economic predictors are significantly different from zero at the 5% level (based on one-sided
upper-tail bootstrapped p−values), which also exceed the R2 ‘threshold’ of 0.5%. These are the
RVOL, LTR, and TMS predictors. Interestingly, other popular predictors such as the dividend
yield (DY), the treasury bill rate (TBL) and the long term yield (LTY) are not statistically signifi-
cant, with the parameter estimates on TBL and TLY being also particularly small in magnitude.
All three significant predictors have substantially higher R2 values during recessions, suggest-
ing that the biggest gains from using these predictors are realised during economic downturns.
This contrast in performance is particularly stark for the long-term government bonds rate
(LTR) predictor variable.

Looking over our results for the technical indicators in the right upper block in Table 6,
we can see that these are more consistent with the results obtained in Neely et al. (2014). All
the slope coefficients from the bivariate technical indicator regressions are significant at the
10% level, and are further sizable in magnitude. Even the VOL(3,9) indicator, which is not
significant in Neely et al. (2014), is significant at the 10% level over our sample period. The
technical indicators generally have also similarly sized R2 values, again showing a rather strong
predictive performance during recession periods.18

The results from the factor predictive regressions in the bottom panel of Table 6 show that
running in-sample OLS using the extracted factors as predictors considerably increases the fit
of the model.19 For consistency reasons, we again follow Neely et al. (2014) and select the ap-
propriate number of factors using their adjusted R2 approach, setting a maximum value for the
admissible number of factors to 3, 1, and 4 for the Goyal and Welch (2008) (ECON) predictors,
the technical indicators (TECH), and the ALL factor group, respectively. The number of factors
selected from the GW predictor set (denoted by ECON in Table 6) and the technical indicators

17We use standard ‘ ∗’ notation to denote significance at the 1, 5, and 10 percent levels, with significance here being
defined as the probability of the wild bootstrap draws being larger than the estimated slope coefficient.
18Here, the coefficients are interpreted as follows: given a buy signal, say from the MA(1,12) indicator, next
month’s equity premium is expected to increase by 84 basis points.
19We follow the mainstream literature on factor models and treat the ‘estimated’ factors F̂t in all in-sample tests as
if they were observed, ie., pre-estimation of the factors does not affect the consistency or precision of the estimates
of the second stage factor predictive regression parameters (see Bai and Ng (2006) for the technical details and
also Ludvigson and Ng (2007, 2009) who follow the same strategy empirically). Alternatively, one could try to
account for the first step estimation error by working out the standard errors analytically as shown by Pagan
(1986) and implemented in Brand et al. (2010) in a constructed regressor context. Bootstrap methods provide also
an alternative, as illustrated in Ludvigson and Ng (2007) and Hatemi-J et al. (2006)
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(denoted by TECH) are the same as over their period. The fit of the ECON factors seems to be
somewhat weaker, with an R2 value of only 0.76%, as opposed to 1.18% reported in Neely et al.
(2014), however, the fit of the TECH factor is overall in line with the results in Neely et al. (2014).
The ALL factors regression results down the bottom of Table 6 are also weaker than in Neely
et al. (2014), with an R2 of 1.87% compared to 2.02%. Further, only 3 ALL factors are selected
instead of 4, where the magnitude as well as the significance of these 3 correspond to the FALL

1 ,
FALL

2 and FALL
4 ALL factors in Neely et al. (2014). In summary, the explanatory power of the GW

predictor set is somewhat weaker over the April 1959 to June 2011 sample period, while that of
the technical indicators remains largely the same.

4.1.2. Macroeconomic factors, factor selection and combination results

In Table 7 we show the in-sample factor predictive regression results from our proposed mod-
elling approach, which adds the SW macroeconomic panel to the data set of Neely et al. (2014)
and then selects and combines the set of relevant factors determined by our adaptive Lasso
procedure. To provide a broader overview of the in-sample performance of our proposed ap-
proach, we show fitting results for three different periods in Table 7. These are from April 1959
to June 2011 (full sample), as well as two sub-periods. Sub-sample 1 is from April 1959 to May
1985. Sub-sample 2 is from May 1959 to June 2011. The two sub-periods are constructed sim-
ply by splitting the full sample into two equally sized sub-samples of 313 observations. Our
motivation for doing this is to show that the selected factors change non-negligibly, so that it
may not be overly informative to take a given time period and to try to interpret these factors
by relating them to the underlying variables that make up the panel of predictors. ←Table 7

about here

From the full sample results in the top of Table 7 we can see that both of the approaches
that we propose to reduce the set of factors by either selecting the relevant factors from the joint
panel of data X (JOINT) := [xSW xGW xTECH] or by combining the selected relevant factors from
X (ALL) := [xGW xTECH] and X (SW) := [xSW] lead to marginally worse in-sample fits, as mea-
sured by the regression R2. We should re-emphasise here that this is expected, since the sole
purpose of employing a penalised regression estimator such as the adaptive Lasso as a selection
device is to avoid overfitting and loss of out-of-sample forecast performance due to the inclu-
sion of too many ‘unimportant’ predictors. What is interesting to see here is that the shrinkage
that the adaptive Lasso imposes on the factors extracted from X (JOINT) is quite strong, where
only the second PCA factor F̂JOINT

2 is selected to be included in the OLS post Lasso factor regres-
sion. This factor is highly significant and accounts on its own for about 1.37% of the variation
in the equity premium. From the ”combination of selected ALL and SW factors” regression results
in the right part of Table 7, it can be seen that the adaptive Lasso shrinks the second ALL factor
F̂ALL

2 to 0, so that only the two significant factors remain from the three ALL factors of Neely et
al. (2014).20 From the vector of SW factors F̂SW, only the second SW factor F̂SW

2 is selected by

20It may seem a bit unusual to see here that although their magnitudes are nearly unchanged, their statistical
significance is somewhat weaker, so that both factors are significant only at the 10% level, rather then at the 1%
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the adaptive Lasso procedure, which enters, nevertheless, ‘insignificantly’ into the factor regres-
sion. The regression R2 of 1.80% is only marginally lower than the 1.87% from the ALL factors
regression of Neely et al. (2014).

The results from the two sub-samples are rather different. Over the first sub-sample from
April 1959 to May 1985, four ALL factors are selected by the Neely et al. (2014) approach, with
the overall fit from this model being quite good, yielding an R2 of nearly 7%. From the vector
of F̂JOINT factors, the adaptive Lasso selects only one relevant factor, F̂JOINT

2 , thereby again
imposing fairly strong shrinkage. This factor is also highly significant and explains nearly 3.5%
of the variation in the equity premium. From the combination approach, the selected relevant
factors include all four of the ALL factors of Neely et al. (2014) and further three factors from
the vector of SW factors F̂SW. Interestingly, these three SW factors are deemed to be statistically
insignificant. Nevertheless, the overall fit of the combination of selected ALL and SW factors
approach is rather strong, yielding an R2 of nearly 8%. As a whole, the in-sample explanatory
power of the three different approaches that are presented in the middle of Table 7 is rather
high in the first sub-sample.

For the second sub-sample from May 1985 to June 2011, the results shown in the bottom
panel of Table 7 are indicative of an overall weakening in the explanatory power of the Neely
et al. (2014) ALL factors. This is evident not only from the overall drop in the R2 to 1.47%, but
also from the fact that only two of the possible maximum of 4 Neely et al. (2014) ALL factors are
selected, ie., F̂ALL

1 and F̂ALL
2 . From the selected JOINT factors results, it is interesting to see that

three JOINT factors from F̂JOINT are now selected, rather than only one as in the full and first
sub-sample periods. This leads to a noticeable increase in the fit, with an R2 of nearly 3%. The
combination approach reported on the right side in the bottom of Table 7 selects the first ALL
factor and the first two SW factors, providing an in-sample R2 of 2.76%. Overall, it can be seen
that the statistical significance of the selected models is weaker in the second sub-sample than
in the first.

4.2. Out-of-sample forecast evaluation

We use data from April 1959 to April 1974 as our in-sample fitting period, and then assess the
out-of-sample forecast performance of our proposed modelling approach over the evaluation
period from May 1974 to June 2011. The length of the in-sample fitting period is the same as
in Neely et al. (2014), that is, 181 observations are used initially to start the forecast recursions,
leaving 446 data points for out-of-sample evaluation. We also follow Neely et al. (2014) and
employ an expanding estimation window in our out-of-sample analysis. Such an approach

and 5%. The three ALL factors are orthogonal by construction, so that the exclusion of one of these three factors
should not have any effect on the size of the coefficients or their standard errors. So the change in the level of
significance must be coming in from the second SW factor that is included in the regression. Indeed, computing
the correlation matrix of the regressors for this regression shows that the correlation between F̂ALL

1 and F̂SW
2 is

around 0.3.
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mimics the real time behaviour of investors or financial market participants, which typically
update their prediction models as new data become available. Further, using an expanding
estimation window can accommodate, at least to some extent, parameter and/or model insta-
bilities which may have occurred over time. One last point that we would like to stress here is
that we extract the factors recursively trough time as new information becomes available, and
not based on the full sample. This mimics the real time flow of information accessible to the
forecasting agent and avoids the well known ‘look ahead bias’ when constructing forecasts that
rely upon measures extracted from the data.21

4.2.1. Evaluation criteria

We assess the out-of-sample forecast performance of our proposed approach by means of the
Clark and West (2007) MSFE adjusted t−statistic (denoted by CW− statistic henceforth) and
also the Campbell and Thompson (2008) out-of-sample R2 (denoted by R2

os). We follow the
suggestion in Clark and West (2007, page 294) and compute the MSFE adjusted t−statistic as:

CW− statistic =
cw√

Var(cw)
, (19)

where cw = T−1
os
∑T

t=Tis
cwt+1 and Var(cw) is the variance of the (out-of-sample) mean of

cwt+1, which can simply be obtained as the heteroskedasticity and autocorrelation (HAC) ro-
bust t−statistic on the intercept term from a regression of cwt+1 on a constant.22 The cwt+1

sequence is defined as:

cwt+1 = [êHAt+1|t]
2 − [êMt+1|t]

2 +
[
ÊQ

HA

t+1|t − ÊQ
M
t+1|t

]2
, (20)

where ÊQ
HA

t+1|t =
1
t
∑t
τ=1 EQτ and êHAt+1|t = EQt+1 − ÊQ

HA

t+1|t are historic average forecasts and
corresponding one-step ahead forecasts errors, respectively.23 The superscriptM in (20) is used
as an index for the different forecasting approaches that are considered in the out-of-sample
comparison. That is,M = {ALL, JOINT,COMB}, where ALL denotes the Neely et al. (2014) ALL
factor modelling approach, and JOINT and COMB the prediction approaches defined in (13) and
(16), respectively.

21Similar issues arise when using output gaps as predictor variables, as these require the ‘estimation’ of the perma-
nent component of GDP and this is frequently done with a HP filter. To avoid look ahead bias, it is thus common
to roll through the out-of-sample period and construct an estimate of the permanent component at each point in
time.
22See also the discussion in Section 2.1 in Diebold (2015) for more background on this in the context of the tradi-
tional Diebold-Mariano (DM) statistic.
23Note here that the [êHAt+1|t]

2− [êMt+1|t]
2 term is the standard Diebold and Mariano (1995) sequence that is computed

to test for (unconditional) superior predictive ability. The second term
[
ÊQ

HA

t+1|t − ÊQ
M
t+1|t

]2
is an adjustment term

that arises due to the nested nature of the models being compared and performs a bias correction (see Clark and
West (2007) for more details).
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Note here that the CW− statistic assesses a test of the null hypothesis that the MSFE of
the HA benchmark model is equal to the MSFE of the forecasts from model M, against the
one sided alternative hypothesis that the historic average’s MSFE is greater than that of model
M. A rejection of the null hypothesis hence suggests that forecasts from model M are (on
average and unconditionally) significantly better than those from HA. It should be highlighted
here that the CW− statistic is particularly suitable in the given context, as it is designed for a
comparison of nested (forecasting) models. The benchmark model is the HA model, which can
be obtained from the predictive factor regression models by restricting the slope coefficient to
zero.

The Campbell and Thompson (2008) R2
os is defined as:

R2
os = 1− MSFEM

MSFEHA
, (21)

where MSFE` for all ` = {HA,M} is the mean squared forecast error computed over the entire
out-of-sample period Tos, that is, MSFE` = T−1

os
∑T

t=Tis
[ê`t+1|t]

2. Intuitively, the R2
os statistic in

(21) measures the reduction in the MSFE of the proposed modelM relative to the benchmark
HA model. When R2

os > 0, then this is an indication that the proposed model performs better
than the benchmark model in terms of MSFE, while R2

os < 0 suggests that the benchmark model
performs better.

In addition to the CW− statistic of Clark and West (2007) and the out-of-sample R2 of
Campbell and Thompson (2008), we also compute and plot the cumulative difference of the
squared forecast errors (cumSFE) of the HA and M model forecasts over the out-of-sample
period. This cumulative difference (denoted by cumSFE) is commonly used in the forecasting
literature as a visual tool to highlight the predictive performance of a proposed model relative
to the benchmark over time (see Goyal and Welch (2008) and Rapach et al. (2013), among many
others). In our setting, this difference is computed as:

cumSFEt+1 =
t∑

τ=Tis

(
[êHAτ+1|τ ]

2 − [êMτ+1|τ ]
2
)

, ∀t = Tis, . . . , T. (22)

A value of cumSFEt+1 above zero indicates that the cumulative sum of the squared forecast
errors from the historical average benchmark are larger than those of the proposed model
M, suggesting that model M produces more accurate forecasts. In general, a rising value
in cumSFEt+1 means that modelM forecasts produce better predictions than the HA.

4.2.2. Forecast evaluation results

Before we turn our attention to a formal evaluation of the out-of-sample forecast performance,
it will be instructive here to perform a fairly simple test to determine what the value added of
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the information from the SW macroeconomic panel is. We investigate this by means of an en-
compassing test developed by Harvey et al. (1998). This test assess whether the out-of-sample
forecasts of the equity premium using only the ALL factors of Neely et al. (2014) can be im-
proved upon when the selected SW factors are added as regressors.

We implement the test within the following regression setup (see equation 2 in Harvey et al.
(1998)):

êALLt+1|t = η
(

êALLt+1|t − êSWt+1|t

)
+ νt+1, ∀t = Tis, . . . , T, (23)

where êALLt+1|t and êSWt+1|t are, respectively, one-step-ahead forecast errors from the ALL factor

model of Neely et al. (2014) and the adaptive Lasso selected factors f̂SWt . Under the null hy-

pothesis of H0 : η = 0, we have that the forecasts ÊQ
ALL

t+1|t from the ALL factor model of Neely

et al. (2014) ‘encompass’ those from ÊQ
SW

t+1|t, so that there is no relevant excess information in

ÊQ
SW

t+1|t once conditioning on ÊQ
ALL

t+1|t. If the above null hypothesis is rejected, than ÊQ
SW

t+1|t

contains information beyond that in ÊQ
ALL

t+1|t, which can be exploited to improve forecasts of
the equity premium. We obtain a point estimate of 0.73 for η, with a HAC robust t−statistic
of 2.71, resulting in a one-sided p−value of 0.0034. Thus, the null hypothesis that the ALL

factors forecasts ÊQ
ALL

t+1|t encompass those from ÊQ
SW

t+1|t is strongly rejected.24 From this we can
conclude that the subset of selected SW factors contain valuable information that can be used
to improve out-of-sample forecasts of the equity premium.

Formal out-of-sample forecast evaluation results are presented in Table 8 below. Column 1
lists the different modelling approaches that are being evaluated. Columns 2 to 6 show, respec-
tively, the MSFE, the Campbell and Thompson (2008) out-of-sample R2 (in percent), the Clark
and West (2007) MSFE adjusted t−statistic (CW− statistic), and the out-of-sample R2 com-
puted over expansion and recession periods separately (also in percent). In Table 8 we show
the historic average (HA) MSFE in the top left and then three different blocks of models that are
evaluated. In the top block we show the replicated results for the three different ECON, TECH
and ALL factor groups of Neely et al. (2014), following exactly their factor selection approach
that is based on the adjusted R2. The last two blocks show the results based on our proposed
JOINT and COMB approaches as described in Section 3.3 (see equations (13) and (16) in partic-
ular), where the results in the bottom block further impose the positivity restriction discussed
in Section 3.3.3 on the forecasts of the equity premium from the JOINT and COMB approaches. ←Table 8

about here

From the results in Table 8 we can see that, as with the in-sample evaluation, overall out-
of-sample predictability using the ECON, TECH, or ALL factors of Neely et al. (2014) is no-
ticeably weaker over our evaluation period from May 1974 to June 2011 than reported in their

24Results based on the dt sequence defined in equation (16) in Harvey et al. (1998), which in our setup is defined
as dt = êALLt+1|t

(
êALLt+1|t − êSWt+1|t

)
leads qualitatively to the same conclusion, yielding a HAC t−statistic of 2.5907 with

a one-sided p−value of 0.0096.
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paper.25 Interestingly, only the out-of-sample forecast results based on the TECH factor produce
a positive and sizeable R2

os of 0.6202%, which, nonetheless, yields a fairly low (and statistically
insignificant) CW− statistic. Conversely, while the ALL factors based forecasts produce a sig-
nificant CW− statistic at the 10% level, the R2

os is negative, with a value of −1.1033%.26 The
ECON factors based forecasts of the equity premium produce a negative R2

os of −2.7729% and
also a small and insignificant CW− statistic.

Looking over the JOINT and COMB results which do not impose the positivity restriction
on the forecasts of the equity premium in the middle of Table 8, we see that in particular the
combination of the separately (adaptive Lasso) selected factors f̂ALLt and f̂SWt (COMB approach)
seems to noticeably improve the out-of-sample forecast performance. The out-of-sample R2 is
0.2477%, with a CW− statistic of 1.4142, which is significant at the 10% level. The perfor-
mance of the JOINT approach is somewhat less satisfactory, with the out-of-sample forecast
evaluation results being similar to those of the Neely et al. (2014) ALL factors.27 That is, the R2

os

is negative at −1.1993% and the CW− statistic is around 1. A possible explanation of why the
JOINT approach does not yield as good out-of-sample forecast results as the COMB approach
could be due to the difficulty of extracting factors from a mix of highly persistent data (ie., the
ECON and TECH predictors) and the much less persistent SW data. The COMB approach is not
affected by this difference in persistence, as the forecasts of the equity premium are combined
rather than the variables themselves, which will be only weakly autocorrelated.

From the results of the JOINT and COMB approaches which do incorporate the positivity
restriction on the forecasts of the equity premium shown down the bottom of Table 8, it is evi-
dent that statistically significant improvements over the historic average forecast are attained.
More specifically, for the JOINT approach, the CW− statistic is significant at the 10% level,
while for the COMB approach, the CW− statistic is significant at the 5% level, being as high
as 2.1609. The out-of-sample R2 is sizeable at 0.6682% for the COMB forecasts, being nonethe-
less, negative for the JOINT forecasts. Overall the statistical results suggest that the inclusion
of macroeconomic information in the form of factors or diffusion indices, together with factor
selection and combination methods, as well as positivity restrictions on the forecasts of the eq-
uity premium can be successfully used to improve out-of-sample forecast performance. To get
a feel for how well the different models fit the equity premium data, to conserves space without
any discussion, we show a plot of actual and predicted values in Figure 2. ← Figure 2

about here

25We will come back to that when we look at the full comparison later.
26Note here that, as discussed in Neely et al. (2014), as well as Clark and West (2007) and McCracken (2007), this
seemingly unusual result of having a negative R2

os and yet a significant CW− statistic is due to the fact that a test
comparing nested models is performed. The predictive (factor) regression model will produce noisier forecasts
than the historical average when the true data generating process is a simple constant mean model, because of
the need to extract the factors and estimate the slope coefficients. The sampling variation from the parameter
estimation then translates into noisier forecasts.
27We will see later in Figure 3, that not only the R2

os are similar in magnitude, but also the actual forecasts track
each other reasonably closely.
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To provide a visual assessment of the forecast performance of the models over time, we
show plots of the cumulative sum of squared forecast errors (cumSFE) defined in (22) for the
May 1974 to June 2011 period in Figure 3. The cumSFE of the COMB and JOINT approaches are
drawn as red and green solid lines for the better performing models that impose the positivity
restriction on the equity premium forecasts. Red and green dashed lines show the cumSFE for
COMB and JOINT that do not impose this positivity restriction. The blue solid line provides
the benchmark cumSFE of the ALL factors of Neely et al. (2014).28 Vertical shadings in Figure 3
highlight U.S. recession periods as classified by the NBER. ← Figure 3

about here

The most interesting features of the cumSFE sequence plotted in Figure 3 can be summarised
as follows. First, the cumSFE of the COMB and JOINT equity premium forecasts which include
the positivity constraint are consistently above zero, with the only exception being the late 2008
period onwards, where the forecasts from the JOINT modelling approach produce cumSFEs
that fall below 0. Most of the predictive gains seem to be realised during the early part of
the out-of-sample evaluation period, with the recession in the early 1980s providing a boost in
predictive performance to all models that we consider. From the early 1990s onwards, the per-
formance starts to worsen consistently for all models (relative to the HA benchmark forecast),
with, nonetheless, the combination approach still providing the best model based forecasts. Sec-
ond, the benefits from imposing the positivity constraint on the forecasts from the COMB and
JOINT approaches is clearly visible by the solid green and red lines being consistently above
their dashed counterparts. Overall, the imposition of this constraint improves predictions from
the JOINT modelling approach considerably more than for the COMB approach. Third, the
cumSFE sequence from the forecasts of the ALL factors approach of Neely et al. (2014) is only
from 1980 to 1998 consistently above zero, highlighting the overall much weaker performance
over our May 1974 to June 2011 out-of-sample period.

Given the statistical as well as visual evidence of an overall weaker performance of the
Neely et al. (2014) ALL factors approach over our out-of-sample period, we show in panel (a)
of Figure 4 a comparison to the ALL factors cumSFE computed over the January 1966 to April
1974 out-of-sample period to understand why these differences occur. This ALL factors cumSFE
from January 1966 to April 1974 is drawn as the solid black line in panel (a) of Figure 4. Note
that we set the x−axis date range to be from January 1966 to December 2011, and then fill the
unavailable first 100 and last 6 observations of our COMB, JOINT and ALL cumSFE vectors
with ‘NANs’ to be able to plot these together in one figure. Also, we normalise the COMB, JOINT
and ALL factors cumSFEs by adding the May 1974 value of the ALL factors cumSFE from the
original Neely et al. (2014) data to them. The two vertical black lines mark our out-of-sample
evaluation period from May 1974 to June 2011. The horizontal black line shows the location of
the corresponding zero line in Figure 3. ← Figure 4

about here

28We do not show plots of the ECON and/or TECH factor forecasts reported in Table 8 to avoid clutter and to
maintain readability. The ALL factors model is considered to be the best performing model in Neely et al. (2014).
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From panel (a) in Figure 4 we can see that a substantial part of the forecast improvement
over the original Neely et al. (2014) time frame is realised at the very beginning of the out-
of-sample period, that is, from January 1966 to mid 1974.29 This creates a fairly large base in
the forecast improvement, leading to an overall out-of-sample R2 of 1.79% over the full Jan-
uary 1966 to December 2011 period. Recall that our out-of-sample R2 values were smaller at
0.6682% and −0.1699%. To account for the positive impact of the initial out-of-sample period
(which is not available to us) on the forecast evaluation results, we perform a counterfactual
analysis to measure what our R2

os values would have been if one was to ‘incorporate’ this initial
improvement into our COMB and JOINT predictions. We implement this by simply taking the
forecast errors from the original ALL factors of Neely et al. (2014) for the January 1966 to April
1974 period and concatenating these to the forecast errors obtained from our COMB and JOINT
approaches from May 1974 to June 2011. These concatenated forecast errors are then used to
construct counterfactual MSFEs and out-of-sample R2’s. For the COMB and JOINT forecast-
ing approaches which impose the positivity constraint on the equity premium predictions, we
obtain counterfactual R2

os values of 1.9537% and 1.2361%, respectively.

Although the above presented counterfactual analysis gives an interesting indication of how
our proposed COMB and JOINT approaches would have performed if macroeconomic data
for the full out-of-sample period of Neely et al. (2014) would have been available to us, we
now perform a direct comparison of our COMB and JOINT factor forecasts to the ALL factor
forecasts of Neely et al. (2014) over the May 1974 to June 2011 period. To provide an initial visual
assessment of this comparison, we show the time series evolution of the cumSFEt+1 sequence
in panel (b) of Figure 4, where the forecast errors from the ALL factor model now serve as the
benchmark, that is, we use êALLt+1|t in place of êHAt+1|t in (22). As can be seen from the red and green
solid lines, from January 1975 onwards, the COMB and JOINT approaches (with positivity
constraint) produce a consistently above zero and, more importantly, upward trending cumSFE
sequence. Only the first few observations at the very beginning of the evaluation period are
negative (one of these substantially so). Nevertheless, despite this negative influence, out-of-
sample R2 values are 1.7522% and 0.9232% for the COMB and JOINT approaches, producing
respective CW− statistics of 1.8913 and 1.8042, which are significant at the 5% level (one sided
p−values are 0.0293 and 0.0356). If one was to drop the first 5 out-of-sample observations,
the R2

os values would have been 2.8244% and 1.9757%, with corresponding CW− statistics of
2.5873 and 2.3346, highlighting further the strong improvement over the ALL factors forecasts
of Neely et al. (2014).

Overall, we can summarise this section by concluding that significant improvements in out-
of-sample forecast performance can be obtained when macroeconomic information in the form
of factors are incorporated into statistical prediction models that utilise factor selection and

29We can see from the plots that the predictive improvement as a whole is quite substantial during the (first oil
price shock induced) recession from 1973 to 1975.
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forecast combination methods. Moreover, as emphasized in Campbell and Thompson (2008),
imposing positivity restrictions on forecasts of the equity premium further improve out-of-
sample performance.

4.3. Assessing the economic value

How much economic value does the statistical forecast improvement bring to an investor in
terms of utility? To answer this question, we follow again the set-up in Neely et al. (2014),
Campbell and Thompson (2008) and many others, and measure the economic value of our eq-
uity premium forecasts for a risk-averse investor. That is, we compute the certainty equivalent
return (CER) for a mean-variance investor that allocates her wealth across a portfolio with one
risky and one risk-free asset, where the allocation decision is based on forecasts of the equity
premium. The shareαt of the portfolio that is allocated to the risky asset (at the end of month t
which is to be held until month t + 1), is determined by

αt = γ−1 ÊQt+1|t
σ̂2

t+1|t
, (24)

where γ is a parameter that specifies the relative risk aversion of the investor, ÊQt+1|t is the
forecast of the equity premium given information up to time t, and σ̂2

t+1|t is the variance of

ÊQt+1|t. The return on the portfolio in month t + 1 (denoted by rp
t+1) is given by:30

rp
t+1 = r f

t+1 +αtEQt+1, (25)

where r f
t+1 is the return on the risk-free asset and EQt+1 is the realised equity premium at time

t + 1. The CER of the investor’s portfolio is then given by

CERp = µ̂p −
1
2
γσ̂2

p , (26)

where µ̂p and σ̂2
p are the (sample) mean and variance of the portfolio return rp

t+1, respectively.

Our asset allocation results are reported in Table 9.31 We follow standard practice in the
literature and constrain the portfolio weights αt to lie between 0 and 1.5. In line with the
formulation in Neely et al. (2014), we further set the relative risk aversion coefficient γ to 5 and
use a five-year rolling window of past monthly returns to obtain an estimate of the forecast

30Recall that the equity premium is constructed as the difference between the log return on the S&P 500 index
and the risk free bill, that is, as rSP500t+1 − r f

t+1. When constructing a weighted portfolio with one risky and one

risk-free asset, we would thus form the portfolio as αtrSP500t+1 + (1−αt)r
f
t+1, which can of course be rewritten as

r f
t+1 +αt(rSP500t+1 − r f

t+1), where the latter term is, by definition, the equity premium EQt+1.
31Table 9 reads as in Neely et al. (2014) to facilitate a direct comparison to their results. We add one extra column
to show the full CER values as well.
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variance σ̂2
t+1|t. Column 1 in Table 9 lists the models that are being assessed. Columns 2 and 3

show the CER and relative CER (denoted by ∆CER) both multiplied by 1200 to be interpreted
as annual percentage portfolio fees that an investor would be willing to pay to have access to
our predictive regression forecasts. The relative CERs for the JOINT and COMB models are
computed with the Neely et al. (2014) ALL factor model as the benchmark, that is:

∆CERζ = 1200
(

CERζ − CERALL
)

, (27)

for ζ = {JOINT,COMB}. Columns 4 and 5 show the same ∆CER measure, however now com-
puted over expansion and recession periods separately. Columns 6 and 7 show monthly Sharpe
ratios and monthly (average) turnover, which is the percentage of wealth traded each month.32

The last column contains relative CERs (or CER gains) when transaction costs are incorporated
into the computation of the utility gain. In line with the evaluation approach in Neely et al.
(2014), we consider a proportional transaction cost of 50 basis points (bp) per transaction.33 ←Table 9

about here

From the results in Table 9 we can initially see that for the historical average (HA) forecast,
the CER, Sharpe ratio as well as turnover values over our May 1974 to June 2011 period are
similar in magnitude to the values reported in Neely et al. (2014). For instance, the CER is
somewhat lower at 3.2 as opposed to the 3.54 reported in Neely et al. (2014), the monthly Sharpe
ratio is marginally higher at 0.0515, compared to the 0.05 in Neely et al. (2014), while average
monthly turnover in our sample period is at 2.10%, thus very close to the 2.09% value reported
in Neely et al. (2014). Looking over the ALL factor model results, we can see that the CER
is marginally smaller than for our HA forecasts, while the Sharpe ratio is nearly the same. A
noteworthy difference to the results in Neely et al. (2014) is that the (absolute) monthly turnover
is around 11 over our sample period, with a relative turnover (relative to HA) of only about 5.29,
which is quite a bit lower than the relative monthly turnover of 7.51 found in Neely et al. (2014).

Turning to the JOINT and COMB asset allocation results in the bottom part of Table 9, it
is evident that the improvements in CER over the ALL factor model of Neely et al. (2014) are
sizable, yielding annual gains of 2.61% and 3.35%, respectively. As can be seen in Table 9
and also in line with the results in Neely et al. (2014), most of these gains are realised over
recession periods. Monthly Sharpe ratios that are based on portfolios constructed from the
JOINT and COMB forecasting approaches are noticeably smaller at 0.0818 and 0.0972 when
compared to the ALL factor model results in Neely et al. (2014) of 0.16. This lower result in
terms of the Sharpe ratio is due to the overall weaker out-of-sample forecast performance when
compared to the longer period in Neely et al. (2014). What is interesting to see from the JOINT
and COMB results is that average monthly turnover is quite low when compared to the ALL

32For ease of comparison, we show (average) monthly turnover in column 7, rather than relative ones as reported
in Neely et al. (2014) to keep the interpretation of entries under the turnover heading constant and to avoid confu-
sion about whether these are absolute or relative measures.
33See Neely et al. (2014) for further details on how these are computed.
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factors approach, with absolute values of around 8.95 and 8.35, respectively (or relative values
of 4.26 and 3.97). What this indicates is that the positivity restriction imposes more smoothness
on the portfolio weights αt, resulting in a lower number of transactions (on average). Lower
turnover helps to keep the ∆CER(50bp) higher when accounting for the impact of trading costs
on the certainty equivalent return. As is evident, the drop in ∆CER when proportional trading
costs of 50bp are included is only of an order of around 0.3.

5. Conclusion

We show how out-of-sample forecasts of the equity premium can be significantly improved by
incorporating the following three aspects into the forecasting design. First, by including macro-
economic data in the form of factors or diffusion indices into the information set, second, by im-
proving the selection of the most relevant factors and by combining the most relevant factors
by means of combination regressions, and third, by imposing theoretically motivated positivity
restrictions on the forecasts of the equity premium. Our findings demonstrate that the informa-
tion contained in the factors extracted from the macroeconomic database of Stock and Watson
(2002a,b) improve upon the recently proposed ALL factors based approach of Neely et al. (2014),
which combines the traditional Goyal and Welch (2008) predictors with a set of technical indi-
cators, and then compresses this information using principal components. Applying standard
out-of-sample evaluation criteria over an out-of-sample period from April 1974 to June 2011
we show that, relative to the ALL factors approach of Neely et al. (2014), improvements in the
out-of-sample R2 can be as high as 1.7522% from our best performing forecast combination
approach (COMB). Moreover, this forecast improvement is statistically significant, yielding a
CW−statistics of 1.8913 (p−value of 0.0293), and produces further meaningful economic value
to a risk neutral investor, with realized gains in certainty equivalent returns of up to 3.36% on
an annualised basis.

A key contribution of our study is the efficient inclusion of extra information about the state
of the macroeconomy by including only the relevant factors extracted from the macroeconomic
panel of Stock and Watson (2002a,b). When construction forecasting models for equity premia,
one of the most challenging tasks is to combine the information contained in many variables but
without increasing the predictor base, which is known to lead to poor out-of-sample forecast
performance. Using a forecast combination approach of the most relevant SW and ALL factors,
we show that this challenge can be turned into an advantage.

Lastly, it should be recognised that despite the overall success of our proposed factor forecast
combination approach, the forecast performance noticeably weakened from the beginning of
1992 onwards, as is evident from the time series evolution of the cumSFE plots (relative to
the historic average). The information content in these predictors thus seems to have become
obsolete over time, suggesting that financial market participants have increasingly shifted their
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conditioning information to other predictors. Aggregate short interest seems to be one of these
new predictors. In fact, Rapach et al. (2015) have recently concluded that ”short interest is the
strongest known predictor of aggregate stock returns” thus far. A challenge for future research is
to find complementarities between the short interest predictors and the more traditional GW
based fundamental predictors, as it seems unlikely that one would consider the traditional
predictor base to be entirely uninformative.
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(a) Equity risk premium
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(b) Dividend−price ratio (log)
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(c) Dividend Yield (log)
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(d) Earnings−price ratio (log)
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(e) Payout ratio (log)
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(f) Volatiliy of EQ premium (MA(12))
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(g) Book−to−market ratio
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(h) Net equity expansion
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(i) Treasury bill rate
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(j) Long−term yield
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(k) Long−term return

−15

−10

 −5

0

  5

 10

 15

 20

 25

A
p

r 
19

59
  

Ju
l 

19
61

  
O

ct
 1

96
3 

 
F

eb
 1

96
6 

 
M

ay
 1

96
8 

 
A

u
g

 1
97

0 
 

N
o

v
 1

97
2 

 
M

ar
 1

97
5 

 
Ju

n
 1

97
7 

 
S

ep
 1

97
9 

 
D

ec
 1

98
1 

 
M

ar
 1

98
4 

 
Ju

l 
19

86
  

O
ct

 1
98

8 
 

Ja
n

 1
99

1 
 

A
p

r 
19

93
  

Ju
l 

19
95

  
N

o
v

 1
99

7 
 

F
eb

 2
00

0 
 

M
ay

 2
00

2 
 

A
u

g
 2

00
4 

 
D

ec
 2

00
6 

 
M

ar
 2

00
9 

 
Ju

n
 2

01
1 

 

(l) Term spread
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(o) Inflation (lagged)
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Figure 1: Time series plots of the 14 economic and financial predictor variables of Goyal and Welch (2008) and the
equity risk premium.
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Table 5: Overview of Stock and Watson data

(1) (2) (3)
Entry Transform Variable Descriptions

1 5 Industrial Production: Durable Materials
2 5 Industrial Production: Nondurable Materials
3 5 Industrial Production: Durable Consumer Goods
4 5 Industrial Production: Automotive products
5 5 Industrial Production: Nondurable Consumer Goods
6 5 Industrial Production: Business Equipment
7 5 Industrial Production: Consumer Energy Products
8 5 All Employees: Durable Goods Manufacturing
9 5 All Employees: Construction

10 5 All Employees: Education & Health Services
11 5 All Employees: Financial Activities
12 5 All Employees: Information Services
13 5 All Employees: Professional & Business Services
14 5 All Employees: Leisure & Hospitality
15 5 All Employees: Other Services
16 5 All Employees: Natural Resources & Mining
17 5 All Employees: Trade, Transportation & Utilities
18 5 All Employees: Retail Trade
19 5 All Employees: Wholesale Trade
20 5 All Employees: Federal
21 5 All Employees: State government
22 5 All Employees: Local government
23 2 Unemployment Rate - 16-19 yrs
24 2 Unemployment Rate - 20 yrs. & over, Men
25 2 Unemployment Rate - 20 yrs. & over, Women
26 5 Number Unemployed for Less than 5 Weeks
27 5 Number Unemployed for 5-14 Weeks
28 5 Civilians Unemployed for 15-26 Weeks
29 5 Number Unemployed for 27 Weeks & over
30 5 Employment Level - Part-Time for Economic Reasons, All Industries
31 2 Average Weekly Hours: Manufacturing
32 2 Average Weekly Hours: Overtime: Manufacturing
33 5 Housing Starts in Midwest Census Region
34 5 Housing Starts in Northeast Census Region
35 5 Housing Starts in South Census Region
36 5 Housing Starts in West Census Region
37 5 Sales of retail stores (mil. Chain 2000 $)
38 5 Manufacturers’ new orders durable goods industries (bil. chain 2000 $)
39 5 Manufacturers’ new orders, consumer goods & materials (mil. 1982 $)
40 5 Manufacturers’ unfilled orders durable goods indus. (bil. chain 2000 $)
41 5 Manufacturers’ new orders, non-defense capital goods (mil. 1982 $)
42 5 Index of supplier deliveries – vendor performance (pct.)
43 5 Manufacturing & trade inventories (bil. Chain 2005 $)
44 6 Producer Price Index: Finished Consumer Goods
45 6 Producer Price Index: Finished Consumer Foods
46 6 Producer Price Index: Industrial Commodities
47 6 Producer Price Index: Intermediate Materials: Supplies & Components

48 5
Producer Price Index: Crude Petroleum Deflated by Personal Consumption Expenditures: Chain-Type Price
Index Less Food & Energy

49 2 Effective Federal Funds Rate
50 2 Moody’s Seasoned Baa Corporate Bond Yield - Government Security 10y Spread
51 1 Treasury Bill 6m - Treasury Bill 3m
52 1 Government Security 1y - Treasury Bill 3m
53 1 CP3FM-TB3MS

(Continues on next page)
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(1) (2) (3)
Entry Transform Variable Descriptions

54 5
Commercial & Industrial Loans at All Commercial Banks Deflated by Personal Consumption Expenditures:
Chain-Type Price Index Less Food & Energy

56 5
Consumer (Individual) Loans at All Commercial Banks Deflated by Personal Consumption Expenditures:
Chain-Type Price Index Less Food & Energy

57 5
Total Non-revolving Credit Outstanding Deflated by Personal Consumption Expenditures: Chain-Type Price
Index Less Food & Energy

58 5
Real Estate Loans at All Commercial Banks Deflated by Personal Consumption Expenditures: Chain-Type
Price Index Less Food & Energy

59 5 S&P Common Stock Price Index: Composite (1941-43=10)
60 5 Common Stock Prices: Dow Jones Industrial Average
61 5 FRB Nominal Major Currencies Dollar Index (Linked to EXRUS in 1973:1)
62 5 Foreign Exchange Rate: Switzerland (Swiss Franc Per U.S.$)
63 5 Foreign Exchange Rate: Japan (Yen Per U.S.$)
64 5 Foreign Exchange Rate: United Kingdom (Cents Per Pound)
65 5 Foreign Exchange Rate: Canada (Canadian $ Per U.S.$)
66 5 Consumer expectations NSA (University of Michigan)

(Table 5 Continued from previous page) This table shows the variables from the Stock and Watson database that we use,
together with the transformations that we apply. The transformation codes in column (2) are as follows: 1 = no transformation,
2 = first difference, 4 = logarithm, 5 = first difference of logarithms, 6 = second difference of logarithms.
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Table 6: In-sample predictive regression results of Neely et al. (2014), April 1959 to June 2011.

(1) (2) (3) (4) (5) (6) (1) (2) (3) (4) (5) (6)
Variable Slope t−stat R2 R2

Exp R2
Rec Variable Slope t−stat R2 R2

Exp R2
Rec

Bivariate regressions
Goyal and Welch (2008) predictors Neely et al. (2014) technical indicators

DP 0.50 1.07 0.21 0.10 0.45 MA(1,9) 0.56 1.36* 0.37 −0.44 2.11
DY 0.57 1.23 0.28 0.04 0.79 MA(1,12) 0.84 1.96** 0.80 −0.21 2.98
EP 0.22 0.46 0.05 0.07 0.01 MA(2,9) 0.66 1.61* 0.51 −0.39 2.42
DE 0.36 0.54 0.07 −0.01 0.23 MA(2,12) 0.96 2.23*** 1.03 −0.22 3.71
RVOL 7.79 2.53*** 0.88 0.55 1.61 MA(3,9) 0.73 1.77** 0.61 −0.09 2.13
BM 0.20 0.26 0.01 −0.02 0.10 MA(3,12) 0.54 1.27* 0.33 −0.14 1.34
NTIS 3.15 0.29 0.02 0.21 −0.40 MOM(9) 0.65 1.54* 0.49 −0.13 1.81
TBL 0.07 1.12 0.23 0.17 0.36 MOM(12) 0.67 1.56* 0.49 −0.20 1.99
LTY 0.02 0.26 0.01 0.02 0.00 VOL(1,9) 0.73 1.79** 0.62 −0.58 3.19
LTR 0.14 2.12** 0.89 −0.44 3.73 VOL(1,12) 0.97 2.27*** 1.06 −0.28 3.94
TMS 0.22 1.86** 0.56 0.18 1.39 VOL(2,9) 0.86 2.12** 0.87 −0.24 3.25
DFY 0.36 0.78 0.15 0.16 0.13 VOL(2,12) 0.95 2.21** 1.01 0.10 2.97
DFR 0.17 0.88 0.31 0.07 0.84 VOL(3,9) 0.55 1.32* 0.35 −0.24 1.62
INFL 0.13 0.20 0.01 −0.10 0.25 VOL(3,12) 0.90 2.13** 0.91 0.08 2.68

Neely et al. (2014) factor regressions
ECON Factors TECH Factor

F̂ECON
1 0.02 0.30 0.76 0.76 0.77 F̂TECH

1 0.13 2.37*** 0.89 −0.27 3.38
F̂ECON

2 −0.24 −2.12**
F̂ECON

3 −0.07 −0.46

ALL Factors

F̂ALL
1 0.12 1.85** 1.87 0.08 5.72

F̂ALL
2 0.07 0.78

F̂ALL
3 0.28 2.27***

Notes: This table reports in-sample predictive regression results corresponding to those in Table 2 of Neely et al. (2014), nevertheless
over the sample period from April 1959 to June 2011. Predictor variables are as defined in Neely et al. (2014). The factors F̂
are selected as in Neely et al. (2014). t−statistics and corresponding levels of significance are based on a wild bootstrap, which
accounts for the persistence in the regressors, the correlations between the equity premium and the predictor innovations, as well
as general forms of heteroskedasticity. Significance at the 1, 5, and 10 percent levels are marked, respectively, by ∗∗∗, ∗∗ and ∗.

40



Table 7: In-sample factor selected/combined predictive regression results: full sample and two sub-samples.

(1) (2) (3) (4) (5) (6) (1) (2) (3) (4) (5) (6)
Variable Slope t−stat R2 R2

Exp R2
Rec Variable Slope t−stat R2 R2

Exp R2
Rec

Full sample: April 1959 to June 2011
Selected JOINT factors f̂ JOINT Combination of selected ALL and SW factors

F̂JOINT
2 −0.16 −3.09*** 1.37 0.24 3.80 F̂ALL

1 0.11 1.78* 1.80 0.33 4.96
F̂ALL

3 0.26 1.87*
F̂SW

2 0.06 0.53

Sub-sample 1: April 1959 to May 1985
Selected JOINT factors f̂ JOINT Combination of selected ALL and SW factors

F̂JOINT
2 0.23 3.56*** 3.44 −0.30 8.78 F̂ALL

1 0.05 0.79 7.93 3.25 14.64
F̂ALL

2 −0.16 −1.63*
F̂ALL

3 0.49 3.03***
F̂ALL

4 0.37 2.38***
F̂SW

1 −0.07 −0.91
F̂SW

3 −0.06 −0.46
F̂SW

4 −0.22 −1.46

Neely et al. (2014) ALL Factors

F̂ALL
1 0.08 1.26 6.96 2.03 14.03

F̂ALL
2 −0.14 −1.82*

F̂ALL
3 0.63 4.82***

F̂ALL
4 0.44 3.25***

Sub-sample 2: May 1985 to June 2011
Selected JOINT factors f̂ JOINT Combination of selected ALL and SW factors

F̂JOINT
1 −0.11 −1.46 2.97 −0.11 12.49 F̂ALL

1 0.08 0.78 2.76 0.09 11.04
F̂JOINT

2 0.14 1.59 F̂SW
1 0.07 0.71

F̂JOINT
4 0.24 1.54 F̂SW

2 0.29 1.70*

Neely et al. (2014) ALL Factors

F̂ALL
1 0.15 1.38 1.47 0.16 5.51

F̂ALL
2 0.14 1.63*

Notes: This table reports in-sample predictive regression results from the proposed modelling approach which includes macro-
economic factors from the SW panel dataset and which then selects (or combines) the factors using the adaptive Lasso. The results
are shown over the full sample period from April 1959 to June 2011, as well as two sub-periods: sub-sample 1 is from April 1959 to
May 1985 and sub-sample 2 is from May 1985 to June 2011. The table is arranged in three parts, top, middle and bottom, which
correspond to the three sub-periods. The column entries are the same as in Table 6. The rows show the subset of factors which
were selected with the adaptive Lasso procedure that we outline in Section 3.3.1. For instance, the vector of selected factors from
the joint data set is defined as: f̂ JOINT

t = F̂JOINT
t,1:κ j

[1(θ̂JOINT
aLasso 6= 0)], where θ̂JOINT

aLasso are the parameter estimates of the adaptive

Lasso penalised regression in (11), and κ j is determined using the ICp1 information criterion of Bai and Ng (2002). The ALL and
SW factors shown under the ”Combination of selected ALL and SW factors” heading, were also selected by using first the adaptive
Lasso on the ALL and SW factors independently, and then combined in an OLS regression. t−statistics and corresponding levels
of significance are based on the wild bootstrap as before. Significance at the 1, 5, and 10 percent levels are marked, respectively,
by ∗∗∗, ∗∗ and ∗.
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Table 8: Out-of-sample forecast evaluation results: May 1974 to June 2011

(1) (2) (3) (4) (5) (6)
Modelling approach MSFE R2

os CW−statistic R2
os,Exp R2

os,Rec

Historic average (HA) 21.0473 — — — —

Neely et al. (2014) ECON factors 21.6309 −2.7729 0.9739 −3.8160 −0.5881
Neely et al. (2014) TECH factor 20.9167 0.6202 1.2601 −0.0249 1.9714
Neely et al. (2014) ALL factors 21.2795 −1.1033 1.5032* −3.6682 4.2690

JOINT, without ÊQt+1|t > 0 restriction 21.2997 −1.1993 1.0062 −2.2425 0.9858
COMB, without ÊQt+1|t > 0 restriction 20.9951 0.2477 1.6315* −1.0149 2.8923

JOINT, with ÊQt+1|t > 0 restriction 21.0830 −0.1699 1.4142* −0.8241 1.2002
COMB, with ÊQt+1|t > 0 restriction 20.9066 0.6682 2.1609** −0.0881 2.2525

Notes: This table reports out-of-sample forecast evaluation results over the May 1974 to June 2011 of the various
forecasting approaches that we consider. In column one, the considered models are listed. In columns 2 to 6, the mean
squared forecast error (MSFE), the out-of-sample R2 of Campbell and Thompson (2008), the CW− statistic of Clark
and West (2007) and expansion and recession R2

os are listed. Significance at the 1, 5, and 10 percent levels are marked
by ∗∗∗, ∗∗ and ∗, respectively. The top third of the table shows the replication results of the Neely et al. (2014) approach
over the May 1974 to June 2011 period. The middle third of the table shows the results of our proposed JOINT and
COMB modelling approach without the positivity constraint on the equity premium forecast being imposed. At the
bottom of the table we show the JOINT and COMB results with the positivity constraint being imposed.
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Figure 2: Comparison of actual and predicted values over the out-of-sample period from May 1974 to June 2011.
The actual equity premium is drawn by the thin solid black line. Forecasted values from the ALL factors model of
Neely et al. (2014) as well as our proposed COMB and JOINT approaches which include the positivity restrictions
are drawn by the solid blue, red and green lines, respectively.
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Figure 3: Time series plots of the cumulative sum of squared forecast errors (cumSFE) for the out-of-sample period
from May 1974 to June 2011. The red, green and blue solid lines are cumSFEs from the COMB, JOINT and
ALL factors approach of Neely et al. (2014), respectively, where the COMB and JOINT forecasts also impose the

positivity restriction that the equity premium forecast ÊQt+1|t has to be positive (denoted by ”with ÊQt+1|t > 0”
in the legend). The dashed green and red lines show forecasts from the same COMB and JOINT approaches, but
where the positivity constraint is not enforced. The benchmark model in the computation of the cumSFE is the
historic average (HA).
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(a) Time series plot of cumSFE over Neely et al. out−of−sample period (January 1966 to December 2011)
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(b) Time series plot of cumSFE with ALL factor model of Neely et al. as the benchmark (May 1974 to June 2011)
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Figure 4: Comparison of cumSFEs. In the top panel we show the cumSFE evolution (relative to HA forecast)
starting from January 1966, which is the beginning of the out-of-sample period in Neely et al. (2014). From the
period January 1966 to April 1974 we compute the squared forecast errors exactly as in Neely et al. (2014) and then
concatenate these to the squared forecasts errors that we obtain from our out-of-sample period beginning in May
1974. The cumSFE over the January 1966 to April 1974 that is obtained from the original Neely et al. (2014) files
is shown by the black solid line. The COMB, JOINT and ALL factors cumSFEs are marked by red, green and blue
lines, respectively. The vertical thin black lines in May 1974 and June 2011 mark the beginning and end of our
out-of-sample period. The horizontal line denotes the corresponding 0 line in Figure 3. The bottom of the panel
shows the cumSFEs of the COMB and JOINT forecasting approaches (which include the positivity constraints), but
now with the ALL factor model of Neely et al. (2014) serving as the benchmark.
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Table 9: Asset allocation results: May 1974 to June 2011

(1) (2) (3) (4) (5) (6) (7) (8)
Model CER ∆CER ∆CERExp ∆CERRec Sharpe ratio Turnover ∆CER(50bp)

HA 3.2025 — — — 0.0515 2.1019 —
Neely et al. (2014) ALL factors 3.1890 — — — 0.0517 11.1152 —
JOINT 5.8025 2.6135 0.0910 10.4255 0.0818 8.9540 2.2754
COMB 6.5446 3.3556 −0.7246 11.5705 0.0972 8.3545 3.0174

Notes: This table reports the portfolio performance from a simple asset allocation exercise, following the set-up in Neely et al.
(2014). The first column lists the different models that are evaluated. Column 2 shows the certainty equivalent return (CER)
for a mean-variance investor, as defined in (26) in annualised percentage terms (ie., multiplied by 1200). Column 3 shows the
relative CER denoted by ∆CER using the Neely et al. (2014) ALL factor model as the benchmark. Columns 4 and 5 show the
same ∆CER values, but now computed over expansion and recession periods separately. Columns 6 and 7 give the monthly
Sharpe ratio and average monthly turnover. Column 8 shows the ∆CER measure when proportional transaction costs of 50bp
are included in the calculation of the CER.
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